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## Abstract

While a bit is the fundamental unit of binary classical information, a qubit is a fundamental unit of quantum information. In quantum information processing (QIP), it is customary to call the qubits under study as system qubits, and the additional qubits as ancillary qubits. In this thesis, I describe various schemes to exploit the ancillary qubits to efficiently perform many QIP tasks and their experimental demonstrations in nuclear magnetic resonancee (NMR) systems. Particularly, we have showed that, in the presence of sufficient ancillary qubits, it is possible to completely characterize a general quantum state as well as a general quantum dynamics in a single measurement. In addition, it is also possible to exploit ancillary qubits for realizing noninvasive quantum measurements required for several experiments related to quantum physics. Finally, I will also illustrate some interesting applications of ancillary qubits in spectroscopy. The abstracts of individual chapters are given below.

Chapter 1 is the introduction to this thesis. Here I describe about classical/quantum information, quantum information processing (QIP), nuclear magnetic resonance (NMR), NMR-QIP, and finally ancilla-assisted QIP.

The standard method of Quantum State Tomography (QST) relies on the measurement of a set of noncommuting observables, realized in a series of independent experiments. Ancilla Assisted QST (AAQST) greatly reduces the number of independent measurements by exploiting an ancilla register in a known initial state. In suitable conditions AAQST allows mapping out density matrix of an input register in a single experiment. In chapter 2, I describe methods for explicit construction of AAQST experiments in multi-qubit registers. I also report NMR implementations of AAQST on certain qubit-systems and the experimental results confirm the effectiveness of AAQST in such many-qubit registers.

In chapter 3, I present a procedure to characterize a general quantum process in a single ensemble measurement. The standard procedure for quantum process tomography (QPT) requires a series of experiments. Each experiment involves initialization of the system to a particular basis state, applying the quantum process $\varepsilon$ on the system, and finally
characterizing the output state by quantum state tomography (QST). The output states collected for a complete set of basis states enable us to calculate the $\chi$ matrix characterizing the process $\varepsilon$. The standard procedure for QST itself requires independent experiments each involving measurement of a set of commuting observables. Thus QPT procedure demands a number of independent measurements, and moreover, this number increases rapidly with the size of the system. However in ensemble systems, the total number of independent measurements can be greatly reduced with the availability of ancilla qubits. Here we combine AAPT with AAQST to realize a 'single-scan QPT' (SSPT), a procedure to characterize a general quantum process in a single ensemble measurement. We demonstrate experimental SSPT by characterizing several single-qubit processes using a three-qubit NMR quantum register. Furthermore, using the SSPT procedure we experimentally characterize the twirling process and compare the results with theory.

The measurement as described in quantum mechanics is in general invasive. An invasive measurement may affect subsequent dynamics of the quantum system. In chapter 4, I report use of ancilla assisted noninvasive measurement to study following two problems. In section 4.1, I describe violation of entropic Leggett-Garg inequality in nuclear spin ensembles. Entropic Leggett-Garg inequality (ELGI) places a bound on the statistical measurement outcomes of dynamical observables describing a macrorealistic system [1]. Such a bound is not necessarily obeyed by quantum systems and therefore provides an important way to distinguish quantumness from classical behaviour. We studied ELGI using a two-qubit NMR system and the experimental results showed a clear violation of ELGI by over four standard deviations. In section 4.2, I describe our experiments on retrieving joint probabilities by inversion of moments. Further, we studied sequential measurements of a single quantum system and investigated their moments and joint probabilities [2] and demonstrated that the moments and the probabilities are inconsistent with each other.

The NOON state is a special multiple-quantum coherence that can be prepared easily using a star-topology spin-system. In chapter 5, I describe two important application of such systems: (i) measuring translational diffusion constants in liquids and (ii) quantitative characterization of radio-frequency (RF) inhomogeneity of NMR probes. When compared with the standard single quantum method, the NOON state method requires
shorter diffusion delays or weaker pulsed-field-gradients. Similarly, Torrey oscillations with NOON states decay at a faster rate than that of single quantum coherences and allow accurate characterization of RF inhomogeneity at higher RF powers.
chapter 6, contains an experimental study of the efficiency of various dynamical decoupling sequences for suppressing decoherence of single as well as multiple quantum coherences (MQC) on large spin-clusters. The system involved crystallites of a powdered sample containing a large number of molecular protons interacting via long-range inter molecular dipole-dipole interaction. We invoked single as well as MQC using this interaction followed by an application of various DD sequences namely CPMG, UDD, and RUDD. The experiments reveal superior performance of RUDD sequences in suppressing decoherence. We have also analysed performances of CPMG, UDD, and RUDD sequences used in our experimental study via filter function analysis. The analysis confirms superior performance of RUDD and hence supports our experimental results.

## Chapter 1

## Introduction

The term information refers to the amount of knowledge contained either in a message or observation. Depending on the nature of states used for encoding and manipulating the information it can be classified as classical information and quantum information.

### 1.1 Classical Information

The digital information processing relies on encoding information by a set of discrete values. The smallest unit of information in the binary system is known as a bit, which is a mathematical object encoding two states of a computational device. Although information can be quantified in various other units such as byte, nat, trit, decimal etc, the bit being the simplest one, is the most popular unit. Claude Shannon, the founder of information theory, in his seminal paper has proposed a measure for the amount of information contained in a message [3]. Consider a message as a string of random variables, say $\left(X_{i}\right)$. We may calculate the amount of information contained in such a message by calculating the uncertainty in values of random variables before we measure them or in other words the amount of information we gain after we know the value of $\left(X_{i}\right)$ [4]. Entropy of this string of random variables is a function of the probabilities of different possible values the random variable takes. In his classic paper [3] Shannon showed that if $p_{1}, p_{2}, \cdots, p_{n}$ are the probabilities of values of random variables $X_{1}, X_{2}, \cdots, X_{n}$ consecutively, then entropy (and hence information) associated to such probability distribution must be of the form

$$
\begin{equation*}
H(X)=-\sum_{i} p_{i} \log _{2} p_{i} \tag{1.1}
\end{equation*}
$$

For example: Information revealed in single flip of an unbiased coin is one bit, i.e., $H(X)=$ 1 , whereas in two coin flips it is $H(X)=2$.

### 1.1.1 Conditional Entropy and Mutual Information

Consider two random variables X and Y . The total uncertainty corresponding to the simultaneous values of both variables, is known as the joint entropy $H(X, Y)$ of variables $X$ and $Y$ [3]. It depends on joint probability distribution $p(x, y)$ of outcomes of variable $X$ and $Y$ and can be calculated by the formula

$$
\begin{equation*}
H(X, Y)=-\sum_{x, y} p(x, y) \log p(x, y) . \tag{1.2}
\end{equation*}
$$

This definition of entropy can be extended to any set of random variables. The uncertainty associated to the values of one random variable say $X$, while knowing the value of the other variable say $Y$, can be calculated by the conditional entropy $H(X \mid Y)$ [3]. Suppose entropy of the known variable is $H(Y)$, then conditional entropy

$$
\begin{equation*}
H(X \mid Y)=H(X, Y)-H(Y) . \tag{1.3}
\end{equation*}
$$

Mutual information stored in variables $X$ and $Y$ can be calculated by subtracting joint entropy $H(X, Y)$ from the sum of individual entropies $H(X)$ and $H(Y)$ [5], i.e.,

$$
\begin{equation*}
H(X: Y)=H(X)+H(Y)-H(X, Y) . \tag{1.4}
\end{equation*}
$$

Using 1.3 and 1.4 , the expression for mutual information can be rewritten as

$$
\begin{equation*}
H(X: Y)=H(X)-H(X \mid Y) . \tag{1.5}
\end{equation*}
$$

### 1.2 Quantum Information and its processing

Quantum Information Processing (QIP) is the branch of information processing in which the resources used are quantum mechanical systems [4]. In 1973, A. Holevo has proposed an inequality which puts an upper bound over the classical mutual information [6]. It infers that the encoding of $n$ bits of classical information requires at least $n$ bits of classical resources [4]. However because of the superposition principle, quantum mechanical sys-
tems are supposed to have a better encoding efficiency than their classical counterparts. This sets the motivation to use quantum resources for information processing.

Here I describe the chronological development of QIP. In 1973, C. H. Bennett showed that computation can be made logically reversible [7]. In 1975, R. P. Poplavaskii in his thermodynamic model of information processing" showed the computational infeasibility of simulating quantum systems" [8]. In 1981, Paul Beinoff proposed a model for a "non dissipative Turing machine" using quantum mechanical resources [9, 10]. In 1976 Polish mathematician Roman Stanislaw Ingarden, in his seminal work proposed a generalised concepts of using quantum systems for information processing [11]. In 1981, Yuri Manin had first proposed the idea of quantum computing [12] but it was R. Feynmann who actually set the platform. He observed that simulating quantum systems using classical computers is inefficient. He presented a model of quantum computers for simulating quantum systems [13]. In 1984 C. Bennett and G. Brassard presented cryptographic key distribution model using Weisner's conjugate coding [14]. This work opened a new perspective of QIP namely Quantum Communication. In 1991, A. Eckart invented an entanglement based protocol for secure quantum communication [15]. Year 1994 witnessed a milestone in development of QIP when Peter Shor from Bell labs developed an algorithm for efficient solution of (i) factorization problem (ii) descrete log problems [16]. Empowered with Shor's algorithm, quantum Computation become able to break many of the present days encryption codes. In 1994, P. Shor and A. Steane presented first scheme for error correction code [17, 18]. In 1996 Lov Grover from Bell labs came up with a search algorithm [19]. Unlike Shor's algorithm, quantum simulation, which provides an exponential speed up to computation, Grover's algorithm provides only quadratic speed up over existing classical algorithm. However, the algorithm can be used for a variety of problems, including database search [19, 20]. In 1997, D.Simon had invented an oracle problem for which a quantum computer was found exponentially faster than their classical counterparts [21]. As an important step in development of QIP, P. Divincenzo proposed a list of minimal requirements for any physical architecture to be able to realize QIP tasks [22].

Divincenzo's criteria includes the following:

1. Physical states to realize individually adressible qubits.
2. Ability to initialize system to any quantum state.
3. Universal set of quantum gates.
4. Qubit-specific measurement.
5. Sufficiently long coherence time(Depending on gate time).

Other than these five points Divincenzo has also proposed two more points which are essential for quantum communication. These criteria are
6. Interconvertibility of stationary and flying qubits
7. Transmit flying qubits between distant locations

Execution of a QIP task can be divided into three parts, namely initialization, evolution, and measurement. These points are described below.

### 1.2.1 Quantum bit

Analogous to a classical bit, a quantum bit (qubit) is a two-dimensional mathematical object encoded by a two-level quantum system. Similar to the two states of a bit, usually represented by 0 and 1 , the states of a qubit are represented by $|0\rangle$ or $|1\rangle$. In contrast, however, any quantum superposition of $|0\rangle$ and $|1\rangle$ is also a valid state of the qubit. Here $|0\rangle$ and $|1\rangle$ forms an orthonormal basis for state space of a qubit and can be used as computational basis in QIP. In this basis, the state of a qubit is in general represented as

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle, \tag{1.6}
\end{equation*}
$$

where $|\alpha|^{2}+|\beta|^{2}=1$. Here quantities $\alpha$ and $\beta$ are the complex numbers and forms a two dimensional complex vector space. In this space state, a qubit can be represented by a vector $\left[\begin{array}{l}\alpha \\ \beta\end{array}\right]$. Consider the situation where we are interested in knowing the state of a classical bit. The information about the state of a classical bit is inherited in it,
measurement just reveals it thus one can determine state with certainty. On the contrary, when a quantum mechanical system, say qubit, initially in state $|\psi\rangle$, is subjected to the measurement process, we get an outcome $|0\rangle$ with probability $|\alpha|^{2}$ and an outcome $|1\rangle$ with probability $|\beta|^{2}$. This probabilistic outcome reveals the fact that the state of a system can not be measured by using a single copy in one experiment. To compute probabilities, we need either simultaneous measurement of a large number of copies of the qubit or a large number of measurements of a single qubit with repeated state preparation. Above is the description of state of a single quantum mechanical system. Below we describe the state of a multi-qubit quantum register.

Consider a register of $n$ qubits. The most general state of such a register is given by

$$
\begin{equation*}
|\psi\rangle=\sum_{j} \alpha_{j}\left|\psi_{1 j}\right\rangle \otimes\left|\psi_{2 j}\right\rangle \otimes \cdots \otimes\left|\psi_{n j}\right\rangle \tag{1.7}
\end{equation*}
$$

where $\left|\psi_{i j}\right\rangle$ refers to $i$ th qubit in $j$ th term of the superposition, and $\alpha_{j}$ are the complex coefficients which together normalize to unity. We may choose $\left|\psi_{i j}\right\rangle \in\{|0\rangle,|1\rangle\}$, so that we can represent the combined state $|\psi\rangle$ by a set (product basis) of $2^{n}$ basis elements.

For example in the case of a two qubit system, the product basis contains four elements. These four basis elements are

$$
\begin{aligned}
& \left|\phi_{1}\right\rangle=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \otimes\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] ; \quad\left|\phi_{2}\right\rangle=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \otimes\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right] ; \\
& \left|\phi_{3}\right\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \otimes\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] ; \quad\left|\phi_{4}\right\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \otimes\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] .
\end{aligned}
$$

States of a qubit can be represented geometrically in terms of polar coordinates. In this representation all pure states lie on the surface of a sphere of unit radius known as

Bloch sphere. The most general state of a single qubit can then be written as

$$
\begin{equation*}
|\psi\rangle=\cos \frac{\theta}{2}|0\rangle+e^{i \phi} \sin \frac{\theta}{2}|1\rangle \tag{1.8}
\end{equation*}
$$

where $\theta$ and $\phi$ are spherical polar co-ordinates. Bloch sphere representation is very helpful in visualizing the effects of quantum operations on the qubit.


Figure 1.1: Bloch sphere representation of a single qubit states

### 1.2.2 Density Matrix Formulation

A quantum state can also be represented by an operator known as density operator. The density matrix formulation is very useful in describing the state of an ensemble quantum system such as in nuclear magnetic resonance (NMR). The diagonal terms of the density matrix correspond to the populations of the eigenstates. The off-diagonal terms represent coherences.

For an ensemble of states $\left|\psi_{i}\right\rangle$ each with probability $p_{i}$ the density operator is $\rho=$ $\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$ (here $\sum_{i} p_{i}=1$ ). If all the members of the ensemble are in the same state, we call it a pure state. The density operator corresponding to a pure state $|\psi\rangle=\sum_{j} c_{j}|j\rangle$ is

$$
\begin{equation*}
\rho_{\text {pure }}=|\psi\rangle\langle\psi|=\sum_{j} \sum_{k} c_{j} c_{k}^{*}|j\rangle\langle k| . \tag{1.9}
\end{equation*}
$$

where $c_{j}$ 's are the probability amplitudes in basis $|j\rangle$. In the case of a mixed state, there exists a distribution of sates $\left|\psi_{i}\right\rangle$ with respective probabilities $p_{i}$. In this case the density operator can be written as

$$
\begin{align*}
\rho_{\text {mixed }} & =\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|=\sum_{j} \sum_{k} \overline{c_{j} c_{k}^{*}}|j\rangle\langle k| \\
& =\sum_{i} p_{i} \rho_{i}, \tag{1.10}
\end{align*}
$$

where $\rho_{i}$ is the state of an individual quantum system of ensemble with probabilities $p_{i}$. A density operator $\rho$ satisfies three important properties

1. $\rho$ is Hermitian, i.e., $\rho^{\dagger}=\rho$.
2. $\rho$ is a positive operator, i.e., eigenvalues are all non-negative.
3. $\operatorname{Tr}[\rho]=1$.

Other than the above properties, density matrix also satisfies the following properties.
4. For a pure state, density operator $\rho$ is idempotent, i.e., $\rho^{2}=\rho$ so that $\operatorname{Tr}\left[\rho^{2}\right]=$ $\operatorname{Tr}[\rho]=1$, while for a mixed state, $\operatorname{Tr}\left[\rho^{2}\right]<1$.

In terms of Bloch sphere, the most general state of a single qubit can be written as

$$
\begin{equation*}
\rho=\frac{\mathbb{I}+\vec{r} \cdot \vec{\sigma}}{2} \tag{1.11}
\end{equation*}
$$

where $\vec{\sigma}=\sum_{i} \vec{\sigma}_{i}$ is the Pauli vector operator and $\vec{r}$ is a three dimensional Bloch vector s.t. $\|\vec{r}\| \leq 1$.

### 1.2.3 Entangled state

Like various other non classical features, entanglement is also a completely quantum mechanical phenomenon. An entangled state of a composite quantum system is that which cannot be expressed in terms of states of its components. This criteria is known as separability criteria. Consider an $n$-component composite system. If $\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle, \cdots,\left|\psi_{n}\right\rangle$ are
the states of the components $A_{1}, A_{2}, \cdots, A_{n}$, then an entangled state $\left|\psi_{E N}\right\rangle$ can not be expressed as $\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{n}\right\rangle$.

Entanglement plays a very crucial role in various protocols of QIP. Non separability criteria of entanglement lies in the very heart of various quantum communication protocols such as quantum cryptography, superdense coding, and quantum teleportation. An entangled state is called a maximally entangled state if on tracing out one subsystem from the composite system, the rest of the system falls into a maximally mixed state.

Simple examples for maximally entangled states include Bell states of the form

$$
\begin{equation*}
\left|\phi_{ \pm}\right\rangle=\frac{|00\rangle \pm|11\rangle}{\sqrt{2}} . \tag{1.12}
\end{equation*}
$$

Suppose we measure the state of first qubit, and the outcome is 0 . This can happen with a probability $\frac{1}{2}$. Then this measurement outcome infers that the state of the second qubit must also be 0 . Similarly, if the measurement outcome for the first qubit is 1 , then the outcome of the second qubit must also be 1. The other two Bell states are of the form

$$
\begin{equation*}
\left|\psi_{ \pm}\right\rangle=\frac{|01\rangle \pm|10\rangle}{\sqrt{2}} . \tag{1.13}
\end{equation*}
$$

### 1.2.4 Quantum gates

In a classical computer, classical information can be manipulated using physical tools known as classical logic gates e.g. NOT, OR, NOR, etc. Similarly in quantum computation, quantum information can be manipulated using quantum gates which can be realized by unitary operators $U\left(U U^{\dagger}=\mathbb{I}\right)$. Thus quantum logic gates are reversible in nature. An efficient implementation of such a quantum operation can be achieved by decomposing it into one qubit gates (local gates) and two qubit gates (non-local gates). Local gates together with C-NOT gates (explained below) form universal gates.

Below we describe some important one qubit and two qubit gates.

### 1.2.4.1 Single qubit gates

$X$ gates: Similar to the classical NOT gate, a quantum NOT gate transforms the state $|0\rangle$ into $|1\rangle$ and vice-versa. Matrix form of this gate is same as that of the Pauli operator $\sigma_{x}$ :

$$
X=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

Operation of NOT gate can be written as

$$
\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

Hadamard gates: The Hadamard gate transforms state $|0\rangle$ into state $|+\rangle=\frac{|0\rangle+1\rangle}{\sqrt{2}}$ and $|1\rangle$ into state $|-\rangle=\frac{|0\rangle-[1\rangle}{\sqrt{2}}$. The Hadamard gate is represented by $H$ and the matrix form is

$$
H=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

Since $H^{2}=\mathbf{I}$, two consecutive applications of $H$ operator does not change the initial state. $Z$ gates: The $Z$ gate introduces a relative phase of $\pi$ to the state $|1\rangle$. Matrix form of Z-gate is

$$
Z=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

Phase gate: The phase gate introduces a relative phase factor ' $i$ ' corresponding to a phase of $\frac{\pi}{2}$ to the state $|1\rangle$. Matrix form of phase gate (denoted by $S$ ) is

$$
S=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right]
$$

### 1.2.4.2 Multi qubit gates

Control-NOT (C-NOT) gates: C-NOT is a two qubit gate, in which one qubit works as control while other qubit works as target. Application of the C-NOT gate leads to selective inversion of target qubit w.r.t. $|1\rangle$ state of control qubit. Quantum circuit and truth table for C-NOT gate are shown in Fig. 1.2.

Matrix form of C-NOT gate is the following:


Figure 1.2: Circuit for the C-NOT gate.

$$
\mathrm{C}-\mathrm{NOT}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right] .
$$

### 1.2.5 Quantum measurement

Some important measurement schemes used in quantum information and quantum computation include (i) projective measurement, (ii) positive operator valued measure (POVM), (iii) weak measurement, and (iv) protective measurement. I shall describe the first two schemes in the following.

Consider a quantum system in the state $|\psi\rangle=\sum_{m} c_{m}|m\rangle$ being projectively measured by an observable $M$ having a spectral decomposition s.t. $M=\sum_{m} m M_{m}$. Here $m$ are the eigenvalues and $M_{m}$ are the corresponding projectors which form a complete basis s.t. $\sum_{m} M_{m}=\mathbb{I}$. According the measurement postulate of quantum theory [23, 4, 24], the post-measurement state of the system is given by,

$$
\begin{equation*}
\left|\psi_{m}\right\rangle=\frac{M_{m}|\psi\rangle}{p_{m}} . \tag{1.14}
\end{equation*}
$$

Here $p_{m}=\langle\psi| M_{m}^{\dagger} M_{m}|\psi\rangle$ is the probability of getting the outcome $m$.
Often, when knowledge of the post measurement state is of less importance, it is convenient to use the POVM formalism. Here one considers a set of measurement operators
$\left\{M_{m}\right\}$ which are not necessarily orthogonal. If the measurement is performed on a system with state $|\psi\rangle$, the probability of outcome $m$ is $p_{m}=\langle\psi| M_{m}^{\dagger} M_{m}|\psi\rangle$. We define the POVM elements $E_{m}=M_{m}^{\dagger} M_{m}$. Then $\sum_{m} E_{m}=I$ and the probability $p_{m}=\langle\psi| E_{m}|\psi\rangle$. Set $\left\{E_{m}\right\}$ is known as POVM [4]. POVM has been utilized in studying many of the foundational problems of quantum mechanics. Furthermore it has also been applied to quantum state tomography [25] and quantum cryptography [25].

### 1.2.6 Experimental Architectures

Even after a lot of development in theoretical QIP, so far a physical architecture for a universal quantum computer is still a mirage. As described earlier, any physical device must satisfy Divincenzo criteria in order to qualify as a general quantum processor [22]. Till date there exist no architecture which can full fill all these criteria in one set up. Nevertheless several architecture are being explored for the efficient implementation of various QIP tasks. Some of these techniques are

1. NMR
2. Nitrogen vacancy centers
3. Quantum dots
4. Superconducting quantum interface devices
5. Ion/atom trap
6. Linear optics

A comparison of the merits and the demerits of various QIP architectures is given below [26, 27].

| Architecture | NMR | SQUIDS | Linear optics | NV centre | quantum dots | Trapped Ions |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| System type | Nuclear spins | Flux/charge qubits | Photons | Defect centres | Semiconductor | Atoms |
| $\begin{gathered} \text { Maximum } \\ \text { qubits for QIP } \end{gathered}$ | Entangled (12) Correlated in solids (64) | Fabricated (512) <br> Entangled (3) | Entangled (10) | Realized (3) | Realized (1) | $\begin{aligned} & \text { Stored }\left(10-10^{3}\right) \\ & \text { Entangled }(14) \end{aligned}$ |
| $\begin{gathered} \text { Control } \\ \text { technique's } \end{gathered}$ | RF pulses | MW pulses, Current, Voltage | Optical | RF, optical Electrical | RF, optical Electrical | MW, Optical, RF, Electrical |
| Coherence time | $\begin{gathered} \sim(1-3) \mathrm{sec} \\ \sim \mathrm{~ms} \end{gathered}$ | $\sim 10 \mu \mathrm{~s}$ | $\sim 100 \mu \mathrm{~s}$ | (1-10) ms | (1-10) $\mu \mathrm{s}$ | $\geq 1 \mathrm{~s}$ |
| Gate fidelity | (0.99-0.999) | $\sim$ (0.90-0.95) | $\geq 0.95$ | $\sim 0.9$ | $\sim 0.9$ | (0.99-0.999) |
| Measurement | Bulk Magnetization | $\begin{gathered} \text { flux } \\ \text { Charge } \end{gathered}$ | Optical responses | Electrical and Optical | Electrical and Optical | Fluorescence Optical |

Table 1.1: Comparison of the merits and the demerits of various architectures

### 1.3 Nuclear Magnetic Resonance

Story of nuclear magnetism begins from 1922, with one of the most famous experiment of quantum mechanics, The Stern-Gerlach experiment. In this experiment Stern and Gerlach demonstrated the existence of energy levels in presence of inhomogeneous magnetic field [28]. Further Fresch, Estermann, and Stern in between 1933-1937 succeeded in measuring proton magnetism. On the basis of these experiments, understanding of nuclear magnetism is as follows. Nuclei of most isotopes posses an intrinsic physical property called spin. All spins have spin angular momentum and hence an associated magnetic moment. When a spin having a net magnetic moment is placed in an external magnetic field it aligns in the direction of this magnetic field. This magnetic field lifts degeneracy and splits energy level into multiple levels depending on spin angular momentum number. For example, In case of a spin $\frac{1}{2}$ nucleus, external magnetic field of strength $B_{0}$ splits energy level into two sub levels say $|1 / 2\rangle$ and $|-1 / 2\rangle$ with energies $-\frac{\gamma B_{0} \hbar}{2}$ and $\frac{\gamma B_{0} \hbar}{2}$. Such a system is irradiated with an RF radiation. When the frequency of the RF becomes equal to the frequency corresponding to the energy difference between the two levels, resonance occurs. This phenomenon is known as nuclear magnetic resonance (NMR) [29]. The coherent oscillations between two levels were first observed by Rabi in 1937 [30]. These oscillations lead to an absorption spectrum typically known as a NMR spectrum. In 1945 Purcell and his co-workers [31], and Bloch and co-workers [32], independently observed the first NMR signal from bulk matter.

NMR techniques depend on the state of the sample, and broadly classified into liquid
state NMR, liquid crystal NMR, and solid state NMR. In liquid state NMR, the solute containing the system of interest, is dissolved in a sui solvent to prepare an isotropic solution. In such samples, molecular tumbling motions average out anisotropic and dipole-dipole interactions and lead to a simple spectrum but at the cost of certain information on spin interactions. In solid state NMR, because of the closely spaced and spatially oriented spinsystems, strong anisotropic spin interactions arise including the dipolar interactions. Although in this case one obtains a broad spectrum, by suitably modulating the anisotropic interactions, it is possible to extract average spatial information about the spin system. Various techniques for modulating the interactions have been developed over the years [33].

A spin system partially oriented in a liquid crystal has restricted motion and hence possesses reduced anisotropic interactions, while still leading to highly resolved spectral lines. Availability of dipolar coupling and high resolution makes such partially oriented spin-systems an attractive candidate for studying quantum information. Firstly, such systems display only orientational order, but no spatial order, and hence form well-defined qubit-systems with only intramolecular interactions. Secondly, the longer range of the intramolecular dipolar couplings may allow realizing larger number of qubits. Thirdly, the residual dipolar interactions are much stronger than the scalar interactions (which are the only spin-spin interactions surviving in liquids) and allow synthesis of faster quantum gates.

### 1.3.1 NMR Interactions

The NMR interactions in general can be described by second order tensors. In the following I shall describe different types of interactions.

### 1.3.1.1 Zeeman interaction

Consider a spin- $I$ ( $I$ is the spin-quantum number which can take integral or half-integral values) nucleus with an associated magnetic moment $\boldsymbol{\mu}=\gamma \hbar \mathbf{I}$, where $\gamma$ is the gyromagnetic ratio, $\hbar$ is the reduced Planck constant $(h / 2 \pi)$, and $\mathbf{I}$ is the spin operator. If the spin is placed in an external magnetic field $B_{0}$ applied along the $\hat{z}$ direction, the Zeeman
interaction is described by the Hamiltonian

$$
\begin{equation*}
H_{\mathrm{Z}}=-\gamma \hbar B_{0} I_{z}, \tag{1.15}
\end{equation*}
$$

where $I_{z}$ is the $z$ component of the spin operator $\mathbf{I}$ [34]. The $(2 I+1)$ eigenvalues of the Zeeman Hamiltonian are $E_{\mathrm{m}}=-\gamma \hbar B_{0} m$, where $m=-I,-I+1, \cdots, I-1, I$. The energy gap between the successive levels is $\Delta E=\hbar \omega_{0}$, where $\omega_{0}=-\gamma B_{0}$ is known as the Larmor frequency.

## Thermal Equilibrium State:

At thermal equilibrium the populations of energy levels are governed by Boltzmann statistics. The state of the system at temperature $T$ and magnetic field $B_{0}$ is described by the density operator

$$
\begin{equation*}
\rho=\frac{e^{-H_{Z} / k_{\mathrm{B}} T}}{Z} \tag{1.16}
\end{equation*}
$$

where $Z$ is the partition function, $k_{\mathrm{B}}$ is the Boltzmann constant, and $T$ is the absolute temperature. For an ensemble of spin- $1 / 2$ nuclei, the ratio of populations $p_{0}$ and $p_{1}$ respectively corresponding to states $|0\rangle \equiv|1 / 2\rangle$ and $|1\rangle \equiv|-1 / 2\rangle$ is

$$
\begin{equation*}
\frac{p_{0}}{p_{1}}=1+\frac{\hbar \omega_{0}}{k_{\mathrm{B}} T} \tag{1.17}
\end{equation*}
$$

under high temperature and low field approximation. For a Zeeman-field of 10 T at room temperature quantity $\frac{\hbar \omega_{0}}{k_{B} T} \sim 10^{-5}$. Thus population of the ground state is slightly more than the excited state. This slight imbalance in populations leads to a net magnetization in $\hat{z}$ direction. The nuclear magnetization for an ensemble of $n$ spin- $1 / 2$ nuclei at thermal equilibrium is given by

$$
\begin{equation*}
M_{0}=\frac{\mu_{0} \gamma^{2} \hbar^{2} B_{0}}{4 k_{\mathrm{B}} T} \tag{1.18}
\end{equation*}
$$

where $\mu_{0}$ is the permeability of free-space [35].

| Nucleus | Abundance | Spin | $\gamma\left(10^{6} \mathrm{rad} / \mathrm{T} / \mathrm{s}\right)$ | Absolute sensitivity |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{1} \mathrm{H}$ | $\sim 100 \%$ | $1 / 2$ | 267.522 | 1 |
| ${ }^{13} \mathrm{C}$ | $\sim 1.1 \%$ | $1 / 2$ | 67.283 | $1.76^{*} 10^{-4}$ |
| ${ }^{15} \mathrm{~N}$ | $\sim 0.4 \%$ | $1 / 2$ | -27.12 | $3.85^{*} 10^{-6}$ |
| ${ }^{19} \mathrm{~F}$ | $\sim 100 \%$ | $1 / 2$ | 251.815 | 0.83 |
| ${ }^{31} \mathrm{P}$ | $\sim 100 \%$ | $1 / 2$ | 10.394 | $6.63^{*} 10^{-2}$ |

Table 1.2: Comparison of properties of some spin- $1 / 2$ nuclei

### 1.3.1.2 Chemical shift interaction

For a nucleus in a molecule, the local magnetic field is different from the external magnetic field due to the induced field by the nearby diamagnetic electrons. Since the density of the electron cloud depends on the chemical environment, so is the local field. This local field is given by

$$
\begin{equation*}
B_{\mathrm{loc}}=B_{0}\left(1-\sigma_{0}\right), \tag{1.19}
\end{equation*}
$$

[34], where $\sigma_{0}$ is known as the chemical shift tensor. The induced field is generally small compared to $B_{0}$, but is sufficient to create a measurable shift in Larmor frequency. This shift, called Chemical Shift, is an important tool in structural analysis.

### 1.3.1.3 Dipole-dipole interaction

A pair of nearby nuclei can exhibit dipole-dipole (DD) interaction by inducing local fields at the site of each other. Such a through-space interaction leads to what is known as the direct dipolar coupling. The Hamiltonian for the DD interaction between two nuclei $j$ and $k$ is given by [33]

$$
\begin{equation*}
H_{\mathrm{DD}}^{j k}=\mathbf{I}^{j} \cdot \mathbf{D}^{j k} \cdot \mathbf{I}^{k} . \tag{1.20}
\end{equation*}
$$

Here $\mathbf{D}^{j k}$ is a $2 n d$ rank tensor and $\mathbf{I}^{j}, \mathbf{I}^{k}$ are 1 st rank spin tensors. On expressing $\mathbf{I}^{j}$ and $\mathbf{I}^{k}$ in terms of their z components $\left(I_{z}^{j}, I_{z}^{k}\right)$, raising spin operators $\left(I_{+}^{j}, I_{+}^{k}\right)$, and lowering spin
operators $\left(I_{-}^{j}, I_{-}^{k}\right)$, the dipolar Hamiltonian can be written as [36].

$$
\begin{equation*}
H_{\mathrm{DD}}^{j k}=b^{j k}(A+B+C+D+E+F) \tag{1.21}
\end{equation*}
$$

where,

$$
\begin{align*}
A & =I_{z}^{j} I_{z}^{k}\left(1-3 \cos ^{2} \theta\right)  \tag{1.22}\\
B & =-\frac{1}{4}\left(I_{+}^{j} I_{-}^{k}+I_{-}^{j} I_{+}^{k}\right)\left(1-3 \cos ^{2} \theta\right) \\
C & =-\frac{3}{2}\left(I_{+}^{j} I_{z}^{k}+I_{z}^{j} I_{+}^{k}\right) \sin \theta \cos \theta e^{-i \phi} \\
D & =-\frac{3}{2}\left(I_{-}^{j} I_{z}^{k}+I_{z}^{j} I_{-}^{k}\right) \sin \theta \cos \theta e^{i \phi} \\
E & =-\frac{3}{4}\left(I_{+}^{j} I_{+}^{k}\right) \sin ^{2} \theta e^{-2 i \phi} \\
F & =-\frac{3}{4}\left(I_{-}^{j} I_{-}^{k}\right) \sin ^{2} \theta e^{2 i \phi},
\end{align*}
$$

with $\theta$ being the angle between $\vec{r}^{j k}$ (radius vector from spin $j$ to $k$ ) and $\hat{z}$, and $b^{j k}=-\frac{\mu_{0} \gamma^{j} \gamma^{k} \hbar}{4 \pi\left(r^{k}\right)^{3}}$. Under the secular approximation, the terms $C, D, E$, and $F$ can be discarded and the truncated Hamiltonian becomes

$$
\begin{equation*}
H_{\mathrm{DD}}^{j k}=d^{j k}\left(3 I_{z}^{j} I_{z}^{k}-\mathbf{I}^{j} \cdot \mathbf{I}^{k}\right), \tag{1.23}
\end{equation*}
$$

where $d^{j k}=\frac{b^{j k}}{2}\left(3 \cos ^{2} \theta-1\right)$. In weakly-dipolar-coupled systems (wherein the dipolar coupling is much smaller than the corresponding chemical shift difference) or in heteronuclear spin systems, the dipolar coupling Hamiltonian can be further approximated to

$$
\begin{equation*}
H_{\mathrm{DD}}^{j k}=2 d^{j k} I_{z}^{j} I_{z}^{k} \tag{1.24}
\end{equation*}
$$

[36].
In an isotropic liquid, molecules execute fast tumbling motion thus averaging the in-
tramolecular dipolar coupling to zero [35], i.e.,

$$
\begin{equation*}
\int_{0}^{\pi}\left(3 \cos ^{2} \theta-1\right) \sin \theta d \theta=0 \tag{1.25}
\end{equation*}
$$

In an anisotropic liquid, partial alignment of molecules leads to an incomplete averaging of dipolar coupling. Thus in this case the residual dipolar coupling constant amounts to $d_{j k}=b_{j k} S$, where the average quantity $S=\overline{\left(3 \cos ^{2} \theta-1\right) / 2}$ is the order parameter of the oriented spin-systems.

### 1.3.1.4 Quadrupolar interaction

Nuclei with spin $s>1 / 2$ posses an asymmetric charge distribution due to nucleons. Such nuclei posses quadrupolar charge distribution and hence an associated electric quadrupolar moment. The electric quadrupolar moment interacts strongly with surrounding electric field gradients. If $\theta$ is the orientation of atomic framework w.r.t. external magnetic field direction $\hat{z}$, the quadrupolar Hamiltonian for corresponding nucleus is [35]

$$
\begin{equation*}
H_{Q}(\theta)=\frac{e Q}{2 I(2 I-1)} \mathbf{I} \cdot \mathbf{V}(\theta) \cdot \mathbf{I} . \tag{1.26}
\end{equation*}
$$

Here $Q$ is the quadrupolar moment, $I$ is the spin quantum number, $\mathbf{I}$ is the nuclear spin tensor, and $\mathbf{V}(\theta)$ is the electric field gradient tensor at the cite of nucleus. Usually strength of the quadrupolar interaction varies from a few kHz to hundreds of MHz . If the interaction is weak compared to the Zeeman interaction, we may discard higher order terms, but more often quadrupolar interaction is strong enough. So we need to keep higher order terms, mostly till second order. The full Hamiltonian is

$$
\begin{equation*}
H_{\mathrm{Q}}=H_{\mathrm{Q}}^{(1)}+H_{\mathrm{Q}}^{(2)} . \tag{1.27}
\end{equation*}
$$

Here first order coupling constant $H_{\mathrm{Q}}^{(1)}$ is

$$
\begin{equation*}
H_{\mathrm{Q}}^{(1)}=\omega_{\mathrm{Q}}^{(1)} \frac{1}{6}\left\{3 I_{z}^{2}-I(I+1) \mathbb{I}\right\}, \tag{1.28}
\end{equation*}
$$

where $\omega_{\mathrm{Q}}^{(1)}=\frac{3 e Q \bar{v}_{z z}}{2 I(2 I-1) \hbar}$.
The second order term $H_{\mathrm{Q}}^{(2)}$ is more complex, however, the second order coupling is such that $\omega_{\mathrm{Q}}^{(2)} \sim\left|\frac{\omega_{Q}^{(1)}}{\omega_{0}}\right|$, where the denominator is the Larmor frequency.

### 1.3.1.5 Radio Frequency (RF) interaction

In NMR, the spin manipulations are realized with the help of RF pulses. Consider the magnetic component of an RF field, $2 B_{1} \cos \left(\omega_{\mathrm{RF}} t+\phi\right) \hat{x}$. The corresponding Hamiltonian is

$$
\begin{equation*}
H_{\mathrm{RF}}=-\boldsymbol{\mu} \cdot 2 B_{1}(t) \hat{x}=2 \omega_{1} \hbar I_{x} \cos \left(\omega_{\mathrm{RF}} t+\phi\right) . \tag{1.29}
\end{equation*}
$$

Here $\omega_{1}=-\gamma B_{1}$ is the effective RF amplitude, $\omega_{\mathrm{RF}}$ is the RF frequency, and $\phi$ is the RF phase. When $\omega_{\text {RF }}=\omega_{0}$ we achieve resonance condition. Difference between the two frequencies is known as offset.

Rotating frame: The linearly polarized RF field $2 B_{1} \cos \left(\omega_{\mathrm{RF}} t+\phi\right) \hat{x}$ can be decomposed into right $\left(\mathbf{B}_{\mathbf{r}}\right)$ and left $\left(\mathbf{B}_{\mathbf{1}}\right)$ circularly polarized RF fields

$$
\begin{align*}
& \mathbf{B}_{\mathrm{r}}=B_{1}\left\{\cos \left(\omega_{\mathrm{RF}} t+\phi\right) \hat{x}+\sin \left(\omega_{\mathrm{RF}} t+\phi\right) \hat{y}\right\}, \text { and } \\
& \mathbf{B}_{\mathbf{1}}=B_{1}\left\{\cos \left(\omega_{\mathrm{RF}} t+\phi\right) \hat{x}-\sin \left(\omega_{\mathrm{RF}} t+\phi\right) \hat{y}\right\} . \tag{1.30}
\end{align*}
$$

If we choose $\omega_{\text {RF }}=\omega_{0}$, the first component $\left(\mathbf{B}_{\mathbf{r}}\right)$ precesses about the $\hat{z}$ axis in the same sense as the nuclear spin, realizing resonance condition. The other RF component precesses in opposite direction (equivalent to frequency $-\omega_{\mathrm{RF}}$ ) and hence will be out of resonance. The latter component is ignored under high-field conditions, but causes BlochSiegert shift as RF strength becomes comparable to the Larmor frequency [37]. Now we choose a frame, also rotating about $\hat{z}$ axis with frequency $\omega_{\text {RF }}$. In this frame the RF component $\mathbf{B}_{\mathrm{r}}$ appears static,

$$
\begin{equation*}
\mathbf{B}_{\mathbf{r}}{ }^{\prime}=B_{1}\{\cos \phi \hat{x}+\sin \phi \hat{y}\} . \tag{1.31}
\end{equation*}
$$

In the off-resonant case, with offset $\Omega=\omega_{0}-\omega_{\mathrm{RF}}$, the effective field in the rotating frame
is the vector sum of the RF in the transverse direction and the offset in the longitudinal direction,

$$
\begin{equation*}
\mathbf{B}_{\text {eff }}=-\frac{\Omega}{\gamma} \hat{z}-\frac{\omega_{1}}{\gamma}\{\cos \phi \hat{x}+\sin \phi \hat{y}\} . \tag{1.32}
\end{equation*}
$$

The RF Hamiltonian in the rotating frame thus becomes,

$$
\begin{align*}
H_{\mathrm{eff}} & =-\boldsymbol{\mu} \cdot \mathbf{B}_{\mathrm{eff}} \\
& =\Omega \hbar I_{z}+\omega_{1} \hbar\left\{I_{x} \cos \phi+I_{y} \sin \phi\right\} . \tag{1.33}
\end{align*}
$$

The evolution of the quantum ensemble under the effective field in the rotating frame is described by the time-dependent density operator,

$$
\begin{equation*}
\rho_{\mathrm{r}}(t)=e^{-i H_{\mathrm{eff}} t} \rho_{\mathrm{r}}(0) e^{i H_{\mathrm{eff}} t}, \tag{1.34}
\end{equation*}
$$

where $\rho_{\mathrm{r}}(0)$ describes the initial condition.
If $\Omega=0$ (on-resonance) and $\phi=0$, the effective field is along $\hat{x}$ direction. Then, in the rotating frame, the magnetization nutates about $\hat{x}$. Choosing the duration of $\mathrm{RF} \tau$ such that $\omega_{1} \tau=\theta$, it is possible to obtain a $\theta_{x}$ pulse. In general, the effective nutation frequency about the effective field is $\omega_{\text {eff }}=\sqrt{\Omega^{2}+\omega_{1}^{2}}$.

### 1.3.2 Relaxation of nuclear spins

Relaxation is the process which brings nuclear spins back to thermal equilibrium. Nuclear spin relaxation is a consequence of interaction of the spin system to the surrounding environment or lattice. The lattice can introduce a random time dependent magnetic field fluctuations at the site of a spin. Frequency components of this fluctuating local field can be decomposed in two parts, parallel and perpendicular to the static field. Depending On the direction of frequency components of fluctuating local field at the site of spin system, NMR relaxation can be classified in following two ways [34].

### 1.3.2.1 Longitudinal relaxation

The transverse frequency components of the local fluctuating fields are responsible for non-adiabatic contributions to relaxation. Random magnetic fields with a magnitude equal to the Larmor frequency induce a transition of spin system population from higher energy state to lower energy state and corresponding lattice population from lower energy state to higher energy state via an energy conserving process. This loss of energy of spin system to the lattice brings spin system in thermal equilibrium. Furthermore being a non-adiabatic transition, it also introduces some uncertainty in the energies of eigenstates. This uncertainty leads to fluctuations in Larmor frequency of spin system, resulting in the decay of phase coherence in time. Consequently non-adiabatic transitions lead to both longitudinal as well as transverse relaxation.

### 1.3.2.2 Transverse relaxation

On the other hand the longitudinal frequency components which are responsible for adiabatic transition cause a fluctuation in Larmor frequency leading to the loss of phase coherence. As a result the off diagonal terms in the density matrix undergo decay. Since adiabatic transitions do not contribute to any exchange of energy between the spin system and lattice, the populations of the spin states remain unaltered. So adiabatic transitions are responsible only for transverse relaxation.

### 1.4 NMR quantum information processing

NMR has already provided a number of applications in spectroscopy, imaging, and many other fields of science and technology. The experimental realization of QIP is another recent application of NMR. In 1997, Cory et al and Chuang et al have independently proposed that NMR can be used as an experimental architecture for QIP [38, 39]. They proposed that the difficulty of achieving pure states in NMR can be overcome by preparing a special mixed state, called pseudopure state. This approach provided a realistic way for NMR-QIP in ensemble systems. After that, till date a number of QIP tasks have been implemented using NMR. Availability of numerous well developed techniques in
conventional NMR and favourable properties of spin systems helped in establishing NMR as a good candidate for QIP. Some of the details about NMR architecture are mentioned below.

The developments in control of spin dynamics via specially designed RF pulses have facilitated realization of quantum gates with high fidelities. One utilizes internal Hamiltonian (Zeeman, Spin-Spin interactions) along with an external control Hamiltonian (RF), to realize universal quantum gates. Also, the NMR spin systems, being weakly coupled to the environment, exhibit long coherence times compared to many other architectures. Even with all these merits, liquid state NMR-QIP is limited by the scalability criterion. Thus in the present scenario, implementation of a large scale quantum computation using NMR is difficult. Till now, the largest register used for computation involves a dozenqubit [40]. Hope is still alive with solid-state NMR spin systems where one may achieve larger registers and with shorter gate times. A comparative study of various architectures has already been given by 1.1. NMR-QIP protocols can be broadly divided into three parts: (a) initialization (b) realization of a quantum circuit via robust quantum gates, and (c) measurements or characterization of the output states. Below we will explain these in detail along with a brief description of NMR systems.

### 1.4.1 NMR qubits

The natural choice to mimic a qubit is a spin- $1 / 2$ nucleus. A multispin system with spinspin interactions can be used to realize a multiqubit register.

### 1.4.2 Initialization

A quantum algorithm usually begins with a definitely known initial state or a pure state. Achieving a pure state in conventional NMR is not practical. One way to overcome this problem is by preparing a pseudopure state which is isomorphic to a pure state.

Pseudopure state: An ensemble is said to be in a pure state $|\psi\rangle$, when all its members are in the state $|\psi\rangle$. The density operator for the pure state is given by $\rho_{\text {pure }}=|\psi\rangle\langle\psi|$. An ensemble is said to be in a pseudopure state if it is described by the density operator of
the type $\rho_{\mathrm{pps}}=(1-\epsilon) \mathbb{I} / N+\epsilon \rho_{\text {pure }}$. An example is illustrated in Figure 1.3.


Figure 1.3: Distribution of population for a heteronuclear two-spin system (a) for thermal equilibrium state, (b) pure state, and (c) pseudopure state

### 1.4.2.1 Spatial averaging

This method of preparing pseudopure states involves RF pulses and pulsed-field-gradients (PFGs) [38]. In the following, we describe this method by considering a homonuclear spin-pair using product operator formalism:

Below we show preparation of $\rho_{00}$ pseudopure state in a two spin system using product operator formalism.

$$
\begin{align*}
I_{z}^{1}+I_{z}^{2} & \xrightarrow{\left(\frac{\pi}{3}\right)_{x}^{2}}{ }^{\left(\begin{array}{l}
G_{z} \\
G_{z}
\end{array}\right.} I_{z}^{1}+\frac{1}{2} I_{z}^{2}+\frac{\sqrt{3}}{2} I_{y}^{2} \\
& I_{z}^{1}+\frac{1}{2} I_{z}^{2} \\
& \xrightarrow{\left(\frac{\pi}{4}\right)_{x}^{1}} \\
& \frac{1}{\sqrt{2}} I_{z}^{1}-\frac{1}{\sqrt{2}} I_{y}^{1}+\frac{1}{2} I_{z}^{2} \\
& \xrightarrow{\frac{1}{2 I_{12}}} \frac{1}{\sqrt{2}} I_{z}^{1}+\frac{1}{\sqrt{2}} 2 I_{x}^{1} I_{z}^{2}+\frac{1}{2} I_{z}^{2} \\
& \frac{G_{z}}{2} I_{z}^{1}-\frac{1}{2} I_{x}^{1}+\frac{1}{2} 2 I_{x}^{1} I_{z}^{2}+\frac{1}{2} 2 I_{z}^{1} I_{z}^{2}+\frac{1}{2} I_{z}^{2} \\
& \frac{1}{2}\left(I_{z}^{1}+I_{z}^{2}+2 I_{z}^{1} I_{z}^{2}\right)  \tag{1.35}\\
& \equiv \frac{1-\epsilon}{4} \mathbb{I}_{\mathrm{n}}+\epsilon|00\rangle\langle 00| .
\end{align*}
$$

In the above set of expressions, $\frac{1}{2 J_{12}}$ represents an evolution under spin-spin interaction ( $J$-coupling) for the duration $\frac{1}{2 J_{12}}$, and $G_{z}$ represents PFG applied to destroy transverse magnetization.

### 1.4.2.2 Logical labelling

In 1997 Gershenfield and chuang proposed a method to prepare subsystem in pseudopure state [39]. For example: in the case of a homonuclear system of three spin- $1 / 2$ nuclei at thermal equilibrium, the deviation-populations (proportional to diagonal terms of deviation density matrix) are $\Delta \rho=I_{z}^{1}+I_{z}^{2}+I_{z}^{3}$ are $\{3,1,1,1,-1,-1,-1,-3\}$. To prepare pseudopure state for $2^{\text {nd }}$ and $3^{\text {rd }}$ qubit subsystem, the populations between states $|001\rangle$ and $|101\rangle,|010\rangle$ and $|110\rangle$ are inverted by application of transition selective pulses as shown in Fig. 1.4. The new populations corresponding to subsystems $\{|000\rangle,|001\rangle,|010\rangle,|011\rangle\}$ and $\{|100\rangle,|101\rangle,|110\rangle,|111\rangle\}$ are respectively, $\{3,-1,-1,-1\}$, and $\{1,1,1,-3\}$ respectively. The deviation part of pseudopure state density matrix, corresponding to 0 and 1 subspace of $1^{s t}$ qubit are $\Delta \rho^{0}=4|00\rangle\langle 00|-\mathbb{I}$ and $\Delta \rho^{1}=\mathbb{I}-4|11\rangle\langle 11|$.
(a)

(b)


Figure 1.4: Populations (a) of density matrix for a homonuclear 3 spin system at thermal equilibrium and (b) of deviation density matrices $\Delta \rho^{0}$ and $\Delta \rho^{1}$

### 1.4.3 NMR quantum gates

In the following we give examples of some important single qubit gates and their NMR realization. We will describe single and multiple qubit gates.

### 1.4.3.1 Single qubit gates

The most important single qubit quantum gates are the NOT gate, Hadamard gate and the phase gate. In principle, one can always achieve any desired local rotation using at most three Euler angle rotations.

### 1.4.3.2 NOT-gate

It flips spin state $|0\rangle$ to $|1\rangle$ and vice-versa. In NMR, it can be realized by a $\pi_{x}$ pulse [41] since

$$
\pi_{x}=e^{-i \pi I_{x}}=-i\left[\begin{array}{ll}
0 & 1  \tag{1.36}\\
1 & 0
\end{array}\right] .
$$

Here the undetectable global phase can be ignored.

### 1.4.3.3 Hadamard gate

It prepares a qubit in state $|0\rangle$ into equal superposition of $|0\rangle$ and $|1\rangle$. In NMR it can be realized using the pulses $\left(\frac{\pi}{2}\right)_{y} \pi_{x}$, since

$$
\left(\frac{\pi}{2}\right)_{y} \pi_{x} \equiv e^{-i \pi I_{x}} e^{-i \frac{\pi}{2} l_{y}}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1  \tag{1.37}\\
1 & -1
\end{array}\right],
$$

up to a global phase.

### 1.4.3.4 Phase gate

A phase gate implements a rotation around $\hat{\imath}$-axis. For example the application of a phase gate $\phi$ on a qubit state prepared in equal superposition of two of its states introduces a
phase factor $e^{i \phi}$ to $|1\rangle$. In NMR, RF pulses can be applied only in the transverse direction, nevertheless a $\hat{z}$ - rotation can be realized by a composite pulse using pulses of phases $x$ and $y$ (or by using chemical shift)

$$
\phi_{z}=\pi_{x} \phi_{y} \pi_{-x} \equiv e^{-i \frac{\pi}{2} I_{x}} e^{-i \phi I_{y}} e^{i \frac{\pi}{2} I_{x}}=e^{-i \phi I_{z}}=e^{-i \frac{\phi}{2}}\left[\begin{array}{lc}
0 & 0  \tag{1.38}\\
0 & e^{i \phi}
\end{array}\right] .
$$

### 1.4.3.5 Multiqubit gates

A general multiqubit gate can be realized with an appropriate combination of qubit selective RF pulses (local gates) and coupling interactions (nonlocal gates). An NMR pulse sequence to realize $C$ - NOT gate is given below [41].


Figure 1.5: NMR pulse sequence for the C-NOT gate. Thin pulses are $\frac{\pi}{2}$ pulses and broad pulses are $\pi$ pulses. Delay $\frac{1}{4 J}$ represent free evolution under secular part of indirect spin-spin interaction.

### 1.4.4 Numerically optimized pulses

NMR quantum gates can be realized either by a combination of RF pulses and delays where evolution under internal Hamiltonian can take place. In a heteronuclear spin system, due to the large dispersion of Larmor frequencies and due to the availability of multichannel RF coils, it is easy to introduce spin-selective rotations. On the other hand, in the case of homonuclear systems, realizing spin-selective rotations is nontrivial, and often requires specially designed RF modulations [42]. Recently many numerical methods are available for this purpose. These methods not only take into account of complete Hamiltonian of the spin-system, but also attempt to realize gates that are robust against the experimental errors such as RF inhomogeneity (RFI) [42, 43].

Fig. 1.6 shows a GRAPE modulation for a $\pi_{x}$ pulse on a FFF spin system realized in NMR sample of iodotrifluoroethylene $\left(\mathrm{C}_{2} \mathrm{~F}_{3} \mathrm{I}\right)$ and it's performance against RFI. The fidelity of the numerically generated pulse profile with respect to ideal pulse has been calculated using the expression 1.39

$$
\begin{equation*}
F=\frac{\left|\operatorname{Tr}\left[U_{\text {targ }}^{\dagger} U_{\text {sim }}\right]\right|}{N} . \tag{1.39}
\end{equation*}
$$

Here $N=2^{n}$ is the dimension of unitary operators.

### 1.5 Ancilla assisted quantum information processing (AAQIP)

### 1.5.1 System qubits and Ancilla qubits

In a QIP task those qubits which are under study are known as system qubits. The additional qubits which assist in this study but may or may not be measured at the end of the computation are often referred as ancilla qubits. Such ancilla qubits may be very useful in efficient implementation of certain QIP protocol.
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Figure 1.6: GRAPE generated RF profiles of $\pi_{x}$ pulse on ${ }^{19} \mathrm{~F}$ spins of iodotrifluoroethylene: X- component is shown in blue, Y- component is shown in green (top), and robustness profile against RFI (bottom).

### 1.5.2 Applications of ancilla qubits

Availability of ancilla qubits can be exploited in various ways. In the following I discuss three of them.

## (i) Extended work space:

Consider a qubit system of size $n$ in the state $\rho$, along with additional ancillary qubits $n_{a}$ all prepared in the state $\rho_{a}$. Thus total number of the qubits in combined system and ancillary register are $\tilde{n}=n+n_{a}$. Now the state of the combined system can be written as $\tilde{\rho}=\rho \otimes \rho_{a}$. This extended space, can be exploited for efficient implementation of various QIP tasks. Below are the two cases where extended space is useful.

Characterization of quantum state: The extended Hilbert space allows a larger set of observables which can be simultaneously measured, and hence allow more efficient quantum state tomography of system qubits. This aspect is discussed in chapter 2.

Characterization of quantum process: The extended Hilbert space can also simultaneously encode different input states of the system qubits and hence allows more efficient quantum process tomography. This aspect is discussed in chapter 3.
(ii) Non-invasive measurements:

While a truly noninvasive quantum measurement is an idealized process, it is often possible to extract certain information about the quantum state via indirect measurement. One method involves letting the system qubits interact with ancilla qubits, and the measurement of ancilla qubits at a later stage, thus indirectly extracting the information about the system qubits. This aspect is discussed in chapter 4.

## (iii) Spectroscopy:

We show in chapter 5 that the availability of ancilla qubits can be utilized for sensitive encoding of relative phase leading to certain interesting applications in spectroscopy. For example efficient measurement of translational diffusion constant and RF inhomogeneity.


Figure 1.7: Topics studied in this thesis summarized as different chapters.

Figure 1.7 summarizes various QIP and spectroscopy related topics studied in this thesis.

## Chapter 2

## Ancilla assisted quantum state tomography

### 2.1 Introduction

Quantum computers have the potential to carry-out certain computational tasks with an efficiency that is beyond the reach of their classical counterparts [4]. In practice however, harnessing the computational power of a quantum system has been an enormously challenging task [44]. The difficulties include imperfect control on the quantum dynamics and omnipresent interactions between the quantum system and its environment leading to an irreversible loss of quantum coherence. In order to optimize the control fields and to understand the effects of environmental noise, it is often necessary to completely characterize the quantum state. In experimental quantum information studies, Quantum State Tomography (QST) is an important tool that is routinely used to characterize an instantaneous quantum state [4].

QST on an initial state is usually carried out to confirm the efficiency of initialization process. Though QST of the final state is usually not part of a quantum algorithm, it allows one to measure the fidelity of the output state. QSTs in intermediate stages often help experimentalists to tune-up the control fields better.

QST can be performed by a series of measurements of noncommuting observables which together enables one to reconstruct the complete complex density matrix. In the standard method, the required number of independent experiments grows exponentially with the number of input qubits [45, 46]. Anil Kumar and co-workers have illustrated QST using a single two-dimensional NMR spectrum [47]. They showed that a two-dimensional NMR experiment consisting of a series of identical measurements with systematic increments in evolution time, can be used to quantitatively estimate all the elements of the density matrix. Later Nieuwenhuizen and co-workers have shown that it is possible to reduce the number of independent experiments in the presence of an ancilla register initialized to a known state [48]. They pointed out that in suitable situations, it is possible to carry-out QST with a single measurement of a set of factorized observables. We refer to this method
as Ancilla Assisted QST (AAQST). This method was experimentally illustrated by Suter and co-workers using a single input qubit and a single ancilla qubit [49]. Recently Peng and coworkers have studied the effectiveness of the method for qutrit-like systems using numerical simulations [50]. Single shot mapping of density matrix by AAQST method not only reduces the experimental time, but also alleviates the need to prepare the target state several times. Often slow variations in system Hamiltonian may result in systematic errors in repeating the state preparation. Further, environmental noises lead to random errors in multiple preparations. These errors play important roles in the quality of the reconstruction of the target state. Therefore AAQST has the potential to provide a more reliable way of tomography.

In this chapter, I first report our revisit of the theory of QST and AAQST and also provide methods for explicit construction of the constraint matrices, which will allow extending the tomography procedure for large registers. An important feature of the method described here is that it requires only global rotations and short evolutions under the collective internal Hamiltonian. I also describe our NMR demonstrations of AAQST on two different types of systems: (i) a two-qubit input register using a one-qubit ancilla in an isotropic liquid-state system and (ii) a three-qubit input register using a two-qubit ancilla register in a partially oriented system.

In the following §I briefly describe the theory of QST and AAQST. In §2.3 I describe experimental demonstrations and finally I conclude in §2.5.

### 2.2 Theory

### 2.2.1 Quantum State Tomography

We consider an $n$-qubit register formed by a system of $n$ mutually interacting spin- $1 / 2$ nuclei with distinct resonance frequencies $\omega_{i}$ and mutual interaction frequencies $2 \pi J_{i j}$. The Hamiltonian under weak-interaction limit $\left(2 \pi J_{i j} \ll\left|\omega_{i}-\omega_{j}\right|\right)$ consists of the Zeeman part and spin-spin interaction part, i.e.,

$$
\begin{equation*}
\mathcal{H}=-\sum_{i=1}^{n} \omega_{i} \sigma_{z}^{i} / 2+\sum_{i=1}^{n} \sum_{j=i+1}^{n} 2 \pi J_{i j} \sigma_{z}^{i} \sigma_{z}^{j} / 4 \tag{2.1}
\end{equation*}
$$

respectively, where $\sigma_{z}^{i}$ and $\sigma_{z}^{j}$ are the $z$-components of Pauli operators of $i$ th and $j$ th qubits [34]. The set of $N=2^{n}$ eigenvectors $\left\{\left|m_{1} m_{2} \cdots m_{n}\right\rangle\right\}$ of the Zeeman Hamiltonian form a complete orthonormal computational basis. We can order the eigenvectors based on the decimal value $m$ of the binary string $\left(m_{1} \cdots m_{n}\right)$, i.e., $m=m_{1} 2^{n-1}+\cdots+m_{n} 2^{0}$.

The general density matrix can be decomposed as $\mathbb{I} / N+\epsilon \rho$ where the identity part is known as the background, the trace-less part $\rho$ is known as the deviation density matrix, and the dimensionless constant $\epsilon$ is the purity factor [38]. In this context, QST refers to complete characterization of the deviation density matrix, which can be expanded in terms of $N^{2}-1$ real unknowns:

$$
\begin{align*}
\rho= & \sum_{m=0}^{N-2} \rho_{m m}(|m\rangle\langle m|-|N-1\rangle\langle N-1|) \\
& +\sum_{m=0}^{N-2} \sum_{m^{\prime}=m+1}^{N-1}\left\{R_{m m^{\prime}}\left(|m\rangle\left\langle m^{\prime}\right|+\left|m^{\prime}\right\rangle\langle m|\right)+i S_{m m^{\prime}}\left(|m\rangle\left\langle m^{\prime}\right|-\left|m^{\prime}\right\rangle\langle m|\right)\right\} . \tag{2.2}
\end{align*}
$$

Here first part consists of $N-1$ diagonal unknowns $\rho_{m m}$ with the last diagonal element $\rho_{N-1, N-1}$ being constrained by the trace-less condition. $R$ and $S$ each consisting of $\left(N^{2}-N\right) / 2$ unknowns correspond to real and imaginary parts of the off-diagonal elements respectively. Thus a total of $N^{2}-1$ real unknowns needs to be determined.

Usually an experimental technique allows a particular set of observables to be measured directly. To explain the NMR case, we introduce $n$-bit binary strings,
$j_{v}=v_{1} v_{2} \cdots v_{j-1} 0 v_{j} \cdots v_{n-1}$ and $j_{v}^{\prime}=v_{1} v_{2} \cdots v_{j-1} 1 v_{j} \cdots v_{n-1}$ differed only by the flip of the $j$ th bit. Here $v=v_{1} 2^{n-2}+v_{2} 2^{n-3}+\cdots+v_{n-1} 2^{0}$ is the value of the $n-1$ bit binary string $\left(v_{1}, v_{2}, \cdots, v_{n-1}\right)$ and $v$ can take a value between 0 and $\gamma=N / 2-1$. The real and imaginary parts of an NMR signal recorded in a quadrature mode corresponds to the expectation values of transverse magnetization observables $\sum_{j=1}^{n} \sigma_{j x}$ and $\sum_{j=1}^{n} \sigma_{j y}$ respectively [34]. The background part of the density matrix neither evolves under unitaries nor gives raise to any signal, and therefore we ignore it. Under suitable conditions (when all the transitions are resolved), a single spectrum directly yields $n N$ matrix elements $\left\{R_{j_{v, j}^{j},}, S_{j_{v}, j_{v}^{\prime}}\right\}$ as complex intensities of spectral lines. These matrix elements are often referred to as single quantum elements since they connect eigenvectors related by the flip of a single qubit.

We refer the single-quantum terms $R_{j_{v}, j_{v}^{\prime}}$ and $S_{j_{v}, j_{v}^{\prime}}$ respectively as the real and imaginary parts of $v$ th spectral line of $j$ th qubit. Thus a single spectrum of an $n$-qubit system in an arbitrary density matrix can yield $n N$ real unknowns. In order to quantify the remaining elements, one relies on multiple experiments all starting from the same initial state $\rho$. The $k$ th experiment consists of applying a unitary $U_{k}$ to the state $\rho$, leading to $\rho^{(k)}=U_{k} \rho U_{k}^{\dagger}$, and measuring the single-quantum spectrum $\left\{R_{j_{v}, j_{v}^{\prime}}^{(k)}, S_{j_{v}, j_{v}}^{(k)}\right\}$. From eqn. (2.2) we obtain

$$
\begin{align*}
& R_{j_{v}, j_{v}^{\prime}}^{(k)}=\sum_{m} a_{j v}^{(k)}(m) \rho_{m m}+\sum_{m, m^{\prime}>m} c_{j v}^{(k)}\left(m, m^{\prime}\right) R_{m m^{\prime}}+e_{j v}^{(k)}\left(m, m^{\prime}\right) S_{m m^{\prime}}, \\
& S_{j_{v}, j_{v}^{\prime}}^{(k)}=\sum_{m} b_{j v}^{(k)}(m) \rho_{m m}+\sum_{m, m^{\prime}>m} d_{j v}^{(k)}\left(m, m^{\prime}\right) R_{m m^{\prime}}+f_{j v}^{(k)}\left(m, m^{\prime}\right) S_{m m^{\prime}}, \tag{2.3}
\end{align*}
$$

in terms of the unknowns $\rho_{m m^{\prime}}$ and the known real constants $\{a, \cdots, f\}$ :

$$
\begin{align*}
a_{j v}^{(k)}(m, m)+i b_{j v}^{(k)}(m, m) & =\left\langle j_{v}\right| U_{k}|m\rangle\langle m| U_{k}^{\dagger}\left|j_{v}^{\prime}\right\rangle-\left\langle j_{v}\right| U_{k}|N-1\rangle\langle N-1| U_{k}^{\dagger}\left|j_{v}^{\prime}\right\rangle, \\
c_{j v}^{(k)}\left(m, m^{\prime}\right)+i d_{j v}^{(k)}\left(m, m^{\prime}\right) & =\left\langle j_{v}\right| U_{k}|m\rangle\left\langle m^{\prime}\right| U_{k}^{\dagger}\left|j_{v}^{\prime}\right\rangle+\left\langle j_{v}\right| U_{k}\left|m^{\prime}\right\rangle\langle m| U_{k}^{\dagger}\left|j_{v}^{\prime}\right\rangle, \\
e_{j v}^{(k)}\left(m, m^{\prime}\right)+i f_{j v}^{(k)}\left(m, m^{\prime}\right) & =i\left\langle j_{v}\right| U_{k}|m\rangle\left\langle m^{\prime}\right| U_{k}^{\dagger}\left|j_{v}^{\prime}\right\rangle-i\left\langle j_{v}\right| U_{k}\left|m^{\prime}\right\rangle\langle m| U_{k}^{\dagger}\left|j_{v}^{\prime}\right\rangle \tag{2.4}
\end{align*}
$$

[51]. After $K$ experiments, we can setup the matrix equation


Here the left column vector is formed by the $N^{2}-1$ unknowns of $\rho$ : diagonal elements in the top, real off-diagonals in the middle, and imaginary off-diagonals in the bottom. The right column vector is formed by $K n N$ numbers - the real and imaginary parts of the experimentally obtained spectral intensities ordered according to the value of the binary string $v$, the qubit number $j$, and the experiment number $k$. The $K n N \times\left(N^{2}-1\right)$ dimensional
constraint matrix is of the form

$$
\begin{align*}
& M=  \tag{2.6}\\
& {\left[\begin{array}{cc|cc|cc}
a_{1,0}^{(1)}(0,0) & \cdots & c_{1,0}^{(1)}\left(m, m^{\prime}\right) & \cdots & e_{1,0}^{(1)}\left(m, m^{\prime}\right) & \ldots \\
\ldots & \cdots & \ldots & \cdots & \ldots & \ldots \\
a_{1, \gamma}^{(1)}(0,0) & \cdots & c_{1, \gamma}^{(1)}\left(m, m^{\prime}\right) & \cdots & e_{1, \gamma}^{(1)}\left(m, m^{\prime}\right) & \ldots \\
\ldots & \cdots & \ldots & \cdots & \ldots & \ldots \\
a_{n, 0}^{(1)}(0,0) & \cdots & c_{n, 0}^{(1)}\left(m, m^{\prime}\right) & \cdots & e_{n, 0}^{(1)}\left(m, m^{\prime}\right) & \ldots \\
\ldots & \cdots & \ldots & \cdots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \cdots & \ldots & \ldots \\
a_{n \gamma}^{(K)}(0,0) & \cdots & c_{n \gamma}^{(K)}\left(m, m^{\prime}\right) & \cdots & e_{n \gamma}^{(K)}\left(m, m^{\prime}\right) & \cdots \\
\hline b_{1,0}^{(1)}(0,0) & \cdots & d_{1,0}^{(1)}\left(m, m^{\prime}\right) & \cdots & f_{1,0}^{(1)}\left(m, m^{\prime}\right) & \ldots \\
\ldots & \cdots & \ldots & \cdots & \ldots & \ldots \\
b_{1, \gamma}^{(1)}(0,0) & \cdots & d_{1, \gamma}^{(1)}\left(m, m^{\prime}\right) & \cdots & f_{1, \gamma}^{(1)}\left(m, m^{\prime}\right) & \ldots \\
\ldots & \cdots & \ldots & \cdots & \ldots & \ldots \\
b_{n, 0}^{(1)}(0,0) & \cdots & d_{n, 0}^{(1)}\left(m, m^{\prime}\right) & \cdots & f_{n, 0}^{(1)}\left(m, m^{\prime}\right) & \ldots \\
\ldots & \cdots & \ldots & \cdots & \ldots & \ldots \\
\ldots & \cdots & \ldots & \cdots & \ldots & \ldots \\
b_{n \gamma}^{(K)}(0,0) & \cdots & d_{n \gamma}^{(K)}\left(m, m^{\prime}\right) & \cdots & f_{n \gamma}^{(K)}\left(m, m^{\prime}\right) & \ldots
\end{array}\right] .}
\end{align*}
$$

Note that each column of the constraint matrix corresponds to contribution of a particular unknown element of $\rho$ to the various spectral intensities. By choosing the unitaries $\left\{U_{k}\right\}$ such that $\operatorname{rank}(M) \geq N^{2}-1$ (the number of unknowns), eqn. (2.5) can be solved either by singular value decomposition or by Gaussian elimination method [51]. Fig. 2.1 illustrates the minimum number $(K)$ of experiments required for QST. As anticipated, $K$ increases rapidly as $O(N / n)$ with the number of input qubits. In the following we describe how it is possible to speed-up QST, in the presence of an ancilla register, with fewer experiments.


Figure 2.1: Minimum number of independent experiments required in QST (without ancilla) and AAQST (with different number of ancilla register).

### 2.2.2 Ancilla Assisted QST (AAQST)

Suppose the input register of $n$-qubits is associated with an ancilla register consisting of $\hat{n}$ qubits. The dimension of the combined system of $\tilde{n}=n+\hat{n}$ qubits is $\tilde{N}=N \hat{N}$, where $\hat{N}=2^{\hat{n}}$. For simplicity we assume that each qubit interacts sufficiently with all other qubits so as to obtain a completely resolved spectrum yielding $\tilde{n} \tilde{N}$ real parameters. Following method is applicable even if there are spectral overlaps, albeit with lower efficiency (i.e., with higher number $(K)$ of minimum experiments). Further for simplicity, we assume that the ancilla register begins with the maximally mixed initial state, with no contribution to the spectral lines from it. Otherwise, we need to add the contribution of the ancilla to the final spectrum and the eqn. (2.5) will become inhomogeneous. As explained later in the experimental section, initialization of maximally mixed state can be achieved with high precision. Thus the deviation density matrix of the combined system is $\tilde{\rho}=\rho \otimes \mathbb{I} / \hat{N}$. Now applying only local unitaries neither leads to ancilla coherences nor transfers any of the input coherences to ancilla. Therefore we consider applying a non-local unitary exploiting
the input-ancilla interaction,

$$
\begin{equation*}
\tilde{U}_{k}=V \sum_{a=0}^{\hat{N}-1} U_{k a} \otimes|a\rangle\langle a|, \tag{2.7}
\end{equation*}
$$

where $U_{k a}$ is the $k$ th unitary on the input register dependent on the ancilla state $|a\rangle$ and $V$ is the local unitary on the ancilla. The combined state evolves to

$$
\begin{align*}
& \tilde{\rho}^{(k)}=\tilde{U}_{k} \tilde{\rho} \tilde{U}_{k}^{\dagger} \\
& =\frac{1}{\hat{N}} \sum_{m, m^{\prime}, a} \rho_{m m^{\prime}} U_{k a}|m\rangle\left\langle m^{\prime}\right| U_{k a}^{\dagger} \otimes V|a\rangle\langle a| V^{\dagger} . \tag{2.8}
\end{align*}
$$

We now record the spectrum of the combined system corresponding to the observable $\sum_{j=1}^{\tilde{n}} \sigma_{j x}+i \sigma_{j y}$. Each spectral line can again be expressed in terms of the unknown elements of the ancilla matrix in the form given in eqn. (2.3). The spectrum of the combined system yields $\tilde{n} \tilde{N}$ linear equations. The minimum number of independent experiments needed is now $O\left(N^{2} /(\tilde{n} \tilde{N})\right)$. Since we can choose $\tilde{N} \gg N$, AAQST needs fewer than $\mathrm{O}(N / n)$ experiments required in the standard QST. In particular, when $\tilde{n} \tilde{N} \geq N^{2}$, a single optimized unitary suffices for QST. Fig. 2.1 illustrates the minimum number $(K)$ of experiments required for various sizes of input and ancilla registers. As illustrated, QST can be achieved with only one experiment, if an ancilla of sufficient size is provided along with.

### 2.2.3 Building the constraint matrix

The major numerical procedure in AAQST is obtaining the constraint matrix $M$. For calculating the constraint coefficients $c_{r j}^{(k)}$, one may utilize an elaborate decomposition of $U_{k}$ using numerical or analytical methods. Alternatively, as described below, we can use a simple algorithmic approach to construct the constraint matrix.

First imagine a diagonal state $\rho$ for the ancilla register (eqn. (2.2)) with $\rho_{00}=1$ and $\rho_{m m}=0$ for all other $1 \leq m \leq N-2, R_{m m^{\prime}}=S_{m m^{\prime}}=0$. Applying the unitary $U_{k}$ on the composite deviation density matrix $\tilde{\rho}=\rho \otimes \mathbb{I} / \hat{N}$, we obtain all the spectral intensities
(using eqn. (2.3))

$$
\begin{equation*}
a_{j v}^{k}(0,0)=R_{j v, j v^{\prime}}^{(k)}, b_{j v}^{k}(0,0)=S_{j v, j v^{\prime}}^{(k)} . \tag{2.9}
\end{equation*}
$$

Thus the spectral lines indicate the contributions only from $\rho_{00}$ (and $\rho_{N-1, N-1}$ ). Repeating the process with all the unitaries $\left\{U_{k}\right\}$ yields the first column in $M$ matrix (eqn. (2.6)) corresponding to the unknown $\rho_{00}$. Same procedure can be used for all the diagonal elements $\rho_{m m}$ with $0 \leq m \leq N-2$. To determine $M$ matrix column corresponding to a real off-diagonal unknown $R_{m m^{\prime}}$, we start with an input-register density matrix $R_{m m^{\prime}}=1$ and all other elements set to zero. Again by applying the unitary $U_{k}$ on the composite density matrix, and using eqn. (2.3) we obtain

$$
\begin{equation*}
c_{j v}^{k}\left(m, m^{\prime}\right)=R_{j v, j v^{\prime}}^{(k)}, d_{j v}^{k}\left(m, m^{\prime}\right)=S_{j v, j v^{\prime}}^{(k)} . \tag{2.10}
\end{equation*}
$$

Repeating the process with all unitaries $\left\{U_{k}\right\}$ determines the column of $M$ corresponding to the unknown $R_{m m^{\prime}}$.

To determine $M$ matrix column corresponding to an imaginary off-diagonal unknown $S_{m m^{\prime}}$, we set $S_{m m^{\prime}}=1$ and all other elements to zero, and apply $U_{k}$ on the composite state to obtain

$$
\begin{equation*}
e_{j v}^{k}\left(m, m^{\prime}\right)=R_{j \nu, j v^{\prime}}^{(k)}, f_{j v}^{k}\left(m, m^{\prime}\right)=S_{j v, j v^{\prime}}^{(k)} . \tag{2.11}
\end{equation*}
$$

Proceeding this way, by selectively setting the unknowns one by one, the complete constraint matrix can be built easily.

### 2.2.4 Optimization of Unitaries

Solving the matrix equation (2.5) requires that $\operatorname{rank}(M) \geq N^{2}-1$, the number of unknowns. But having the correct rank is not sufficient. The matrix $M$ must be well conditioned in order to ensure that small errors in the observed intensities $\left\{R_{j v, j v^{\prime}}^{(k)}, S_{j v, j v^{\prime}}^{(k)}\right\}$ do not contribute to large errors in the values of the elements $\rho_{m m^{\prime}}$. The quality of the constraint matrix can be measured by a scalar quantity called condition number $C(M)$ defined as the ratio of
the largest singular value of $M$ to the smallest [52]. Smaller the value of $C(M)$, better conditioned is the constraint matrix $M$ for solving the unknowns. Thus the condition number provides a convenient scalar quantity to optimize the set $\left\{U_{k}\right\}$ of unitaries to be selected for QST. As explained in the experimental section, we used a simple unitary model $U_{1}\left(\tau_{1}, \tau_{2}\right)$ as an initial guess and used genetic algorithm to minimize the condition number and optimize the parameters $\left(\tau_{1}, \tau_{2}\right)$. The necessary number $(K)$ of independent experiments is decided by the rank of the constraint matrix and the desired precision. The rank condition requires that $K n N \geq N^{2}-1$. Introducing additional experiments renders the problem over-determined, thus reducing the condition number and increasing the precision. In the following section we describe the experimental results of AAQST for registers with (i) $n=2, \hat{n}=1, \tilde{n}=3$ and (ii) $n=3, \hat{n}=2, \tilde{n}=5$ respectively.

### 2.3 Experiments

We report experimental demonstrations of AAQST on two spin-systems of different sizes and environments. In each case, we have chosen two density matrices for tomography. All the experiments described below are carried out on a Bruker 500 MHz spectrometer at an ambient temperature of 300 K using high-resolution nuclear magnetic resonance techniques. In the following, we describe experimental implementation of AAQST on two different spin systems.

### 2.3.1 Two-qubit input, One-qubit ancilla

Here we use three spin- $1 / 2{ }^{19} \mathrm{~F}$ nuclei of iodotrifluoroethylene $\left(\mathrm{C}_{2} \mathrm{~F}_{3} \mathrm{I}\right)$ dissolved in acetone$\mathrm{D}_{6}$ as a 3-qubit system. The molecular structure and the Hamiltonian parameters are given in upper trace of Fig. 2.2. Single quantum transitions of each spin, labelled by other spin states are also shown in Fig. 2.2(a, b, c). As can be seen in Fig.2.4, all the 12 transitions of this system are clearly resolved.

The pulse sequence for the AAQST experiment is shown in Fig. 2.3. We have chosen $F_{1}$ as the ancilla qubit and $F_{2}$ and $F_{3}$ as the input qubits. QST was performed for two different density matrices (i) thermal equilibrium state, i.e., $\rho_{1}=\frac{1}{2}\left(\sigma_{z}^{2}+\sigma_{z}^{3}\right)$,


Figure 2.2: Molecular structure of iodotrifluoroethylene and the table of Hamiltonian parameters in Hz: chemical shifts (diagonal elements) and J-coupling constants (offdiagonal elements) are given in upper trace. Single quantum transitions of (a) $\mathrm{F}_{1}$, (b) $\mathrm{F}_{2}$, and (c) $\mathrm{F}_{3}$ spins, labelled by states of other spins are also shown.
and (ii) state after a $(\pi / 4)_{\pi / 4}$ pulse applied to the thermal equilibrium state, i.e., $\rho_{2}=$ $\frac{1}{2}\left(\sigma_{x}^{2}+\sigma_{x}^{3}\right)-\frac{1}{2}\left(\sigma_{y}^{2}+\sigma_{y}^{3}\right)+\frac{1}{\sqrt{2}}\left(\sigma_{z}^{2}+\sigma_{z}^{3}\right)$. In both the cases, the first qubit was initialized into a maximally mixed state by applying a selective $(\pi / 2)_{y}$ pulse on $F_{1}$ and followed by a strong pulsed-field-gradient (PFG) in the $z$-direction. The selective pulse was realized by GRAPE technique [43].

AAQST of each of the above density matrices required just one unitary evolution followed by the measurement of complex NMR signal. We modelled the AAQST unitary as follows: $U_{1}=\left(\frac{\pi}{2}\right)_{y} U_{\text {int }}\left(\tau_{2}\right)\left(\frac{\pi}{2}\right)_{x} U_{\text {int }}\left(\tau_{1}\right)$, where $U_{\text {int }}(\tau)=\exp (-i \mathcal{H} \tau)$ is the unitary operator for evolution under the internal Hamiltonian $\mathcal{H}$ (see eqn. (3.7)) for a time $\tau$, and $\left(\frac{\pi}{2}\right)$ rotations are realized by non selective radio frequency pulses applied to all the spins along the directions indicated by the subscripts. The constraint matrix $M$ had 15 columns corresponding to the unknowns and 24 rows corresponding to the real and imaginary parts of the 12 spectral lines. Only the durations $\left\{\tau_{1}, \tau_{2}\right\}$ needed to be optimized to minimize the condition number $C(M)$. We used a genetic algorithm for the optimization and obtained $C(M)=17.3$ for $\tau_{1}=6.7783 \mathrm{~ms}$ and $\tau_{2}=8.0182 \mathrm{~ms}$. The real and imaginary parts


Figure 2.3: The pulse sequence for two qubit AAQST. A $\frac{\pi}{2}$ pulse followed by a gradient prepares first spin into maximally mixed state. The pulse sequence corresponding to unitary $U_{1}$ is shown inside the dotted block. Unitaries $U_{\text {int }}\left(\tau_{1}\right)$ and $U_{\text {int }}\left(\tau_{2}\right)$ are realized by delays $\tau_{1}$ and $\tau_{2}$. The $\frac{\pi}{2}$ all are shown by solid boxes.
of the single shot experimental AAQST spectrum, along with the reference spectrum, are shown in the top part of Fig. 2.4. The intensities $\left\{R_{j v, j v^{\prime}}^{(1)}, S_{j v, j v^{\prime}}^{(1)}\right\}$ were obtained by simple curve-fit routines, and the matrix eqn. (2.5) was solved to obtain all the unknowns. The reconstructed density matrices along with the theoretically expected ones are shown below the spectra in Fig. 2.4. The fidelities of experimental states with the theoretically expected states ( $\rho_{1}$ and $\rho_{2}$ ) are respectively 0.998 and 0.990 . The high fidelities indicated successful AAQST of the prepared states.

### 2.3.2 Three-qubit input, Two-qubit ancilla

We use three ${ }^{19} \mathrm{~F}$ nuclei and two ${ }^{1} \mathrm{H}$ nuclei of 1 -bromo-2,4,5-trifluorobenzene partially oriented in a liquid crystal namely, N -(4-methoxybenzaldehyde)-4- butylaniline (MBBA). Due to the partial orientational order, the direct spin-spin interaction (dipolar interaction) does not get fully averaged out, but gets scaled down by the order parameter [53]. The molecular structure, the chemical shifts, the strengths of the effective couplings, and ${ }^{1} \mathrm{H}$ and ${ }^{19} \mathrm{~F}$ spectra of the above sample are shown in Fig. 2.5 and 2.6. Single quantum transitions corresponding to each spins as shown in Fig. 2.5(c, d, e) and Fig. 2.6a, b, c are labelled by states of other spins.are shown in Fig. 2.5a and Fig. 2.5b. As is evident, the


Figure 2.4: AAQST results for thermal equilibrium state $\rho_{1}$ (left column), and that of state $\rho_{2}$ (right column), described in the text. The reference spectra is in the top trace. The spectra corresponding to the real part ( $R_{j v, j v^{\prime}}^{(1)}$, middle trace) and the imaginary part ( $S_{j v, j v^{\prime}}^{(1)}$, bottom trace) of the ${ }^{19} \mathrm{~F}$ signal are obtained in a single shot AAQST experiment. The bar plots correspond to theoretically expected states (top row) and those obtained from AAQST experiments (bottom row). Fidelities of the states are 0.997 and 0.99 respectively for the two density matrices.
partially oriented system can display stronger and longer-range coupling network leading to a larger register. Here we choose the three ${ }^{19} \mathrm{~F}$ nuclei forming the input register and two ${ }^{1} \mathrm{H}$ nuclei forming the ancilla register. The Hamiltonian for the heteronuclear dipolar interaction (between ${ }^{1} \mathrm{H}$ and ${ }^{19} \mathrm{~F}$ ) has an identical form as that of J-interaction [53]. The homonuclear dipolar couplings (among ${ }^{19} \mathrm{~F}$, as well as among ${ }^{1} \mathrm{H}$ nuclei) were small compared to their chemical shift differences enabling us to approximate the Hamiltonian in the form of eqn. (3.7).

The partially oriented spin-system yields all the 80 transitions sufficiently resolved.


Figure 2.5: (a) Molecular structure and (b) the table of Hamiltonian parameters of 1bromo 2,4,5- trifluorobenzene in Hz: chemical shifts (diagonal elements) and J-coupling constants (off-diagonal elements). Single quantum transitions for (c) $\mathrm{H}_{4}$, (d) $\mathrm{H}_{5}$ spins, labelled by states of other spins are also shown.

Again we use just one experiment for the complete AAQST of the 3-qubit input register. We modelled the AAQST unitary in a similar way as before: $U_{1}=\left(\frac{\pi}{2}\right)_{x} U_{\mathrm{int}}\left(\tau_{2}\right)\left(\frac{\pi}{2}\right)_{x} U_{\mathrm{int}}\left(\tau_{1}\right)$ where $U_{\text {int }}(\tau)=\exp (-i \mathcal{H} \tau)$ is the unitary operator for evolution under the internal Hamiltonian $\mathcal{H}$ (see eqn. (3.7)) for a time $\tau$, and $\left(\frac{\pi}{2}\right)_{x}$ are global x-rotations. The constraint matrix $M$ had 63 columns corresponding to the unknowns and 160 rows corresponding to the real and imaginary parts of 80 spectral lines. After optimizing the durations by minimizing the condition number using a genetic algorithm, we obtained $C(M)=14.6$ for $\tau_{1}=431.2 \mu \mathrm{~s}$ and $\tau_{2}=511.5 \mu \mathrm{~s}$. Again we study AAQST on two states: (i) Thermal equilibrium of the ${ }^{19} \mathrm{~F}$ spins: $\rho_{1}=\left(\sigma_{z}^{1}+\sigma_{z}^{2}+\sigma_{z}^{3}\right) / 2$, and (ii) a random density matrix $\rho_{2}$ obtained by applying unitary $U_{0}=\left(\frac{\pi}{2}\right)_{x}^{F} \tau_{0}(\pi)_{x}^{H} \tau_{0}\left(\frac{\pi}{2}\right)_{y}^{F_{1}}$, with $\tau_{0}=2.5 \mathrm{~ms}$, on thermal equilibrium state, i.e., $\rho_{2}=U_{0} \rho_{1} U_{0}^{\dagger}$. In both the cases, we initialize the ancilla i.e., the ${ }^{1} \mathrm{H}$ qubits on to a maximally mixed state by first applying a $(\pi / 2)^{H}$ pulse followed by a strong PFG in the $z$-direction. The real and imaginary parts of the single shot AAQST spectra,


Figure 2.6: Single quantum transitions of (a) $\mathrm{F}_{1}$, (b) $\mathrm{F}_{2}$, and (c) $\mathrm{F}_{3}$ spins in 1-bromo-2,4,5-trifluorobenzene are shown. Transitions are labelled by states of other spins.
along with the reference spectra, are shown in Figs. 2.7 and 2.8 respectively. Again the line intensities $\left\{R_{j v, j v^{\prime}}^{(1)}, S_{j \nu, j v^{\prime}}^{(1)}\right\}$ are obtained by curve-fitting, and all the 63 unknowns of the 3 -qubit deviation density matrix are obtained by solving the matrix eqn. (2.5). The reconstructed density matrices along with the theoretically expected states ( $\rho_{1}$ and $\rho_{2}$ ) are shown below the spectra in Figs. 2.7 and 2.8. The fidelities of experimental states with the theoretically expected states ( $\rho_{1}$ and $\rho_{2}$ ) are respectively 0.98 and 0.95 . The lower fidelity in the latter case is mainly due the imperfections in the preparation of the target state $\rho_{2}$. The overall poorer performance in the liquid crystal system is due to the lower fidelities of the QST pulses, spatial and temporal variations of solute order-parameter, and stronger decoherence rates compared to the isotropic case. In spite of these difficulties, the threequbit density matrix with 63 unknowns could be estimated quantitatively through a single NMR experiment.

### 2.4 Robustness

We have also simulated the robustness of the AAQST protocal against simulated noise and the results are shown in Fig. 2.9. To realize a noisy experimental output we have


Figure 2.7: AAQST results for thermal equilibrium state, i.e., $\left(\sigma_{z}^{1}+\sigma_{z}^{2}+\sigma_{z}^{3}\right) / 2$. The reference spectrum is in the top trace. The spectra corresponding to the real part ( $R_{j v, j v^{\prime}}^{(1)}$, middle trace) and the imaginary part ( $R_{j v, j v^{\prime}}^{(1)}$, bottom trace) of the ${ }^{19} \mathrm{~F}$ signal are obtained in a single shot AAQST experiment. The bar plots correspond to theoretically expected states (top row) and those obtained from AAQST experiments (bottom row). Fidelity of the AAQST state is 0.98 .
we have externally added the noise (a random-number array) into the measured output signals before reconstructing the density matrix. This procedure has been repeated for the various noise levels $\eta$. The average fidelity drop against the corresponding noise level for all four cases namely two-qubit input, single-qubit ancilla ( $\rho_{1}$ and $\rho_{2}$ ) and three-qubit input, two-qubit ancilla ( $\rho_{1}$ and $\rho_{2}$ ) are shown.

### 2.5 Conclusions

Quantum state tomography is an important part of experimental studies in quantum information processing. The standard method involves a large number of independent measurements to reconstruct a density matrix. The ancilla-assisted quantum state tomography


Figure 2.8: AAQST results for the state $\rho_{2}$ described in the text. The reference spectrum is in the top trace. The real (middle trace) and the imaginary spectra (bottom trace) are obtained in a single shot AAQST experiment. The bar plots correspond to theoretically expected states (top row) and those obtained from AAQST experiments (bottom row). Fidelity of the AAQST state is 0.95 .
introduced by Nieuwenhuizen and co-workers allows complete reconstruction of complex density matrix with fewer experiments by letting the unknown state of the input register to interact with an ancilla register initialized in a known state. Ancilla registers are essential in many of the quantum algorithms. Usually, at the end of the quantum algorithms, ancilla is brought to a state which is separable with the input register. The same ancilla register which is used for computation can be utilized for tomography after the computation. The ancilla register can be prepared into a maximally mixed state by dephasing all the coherences and equalizing the populations. We provided methods for explicit construction of tomography matrices in large registers. We also discussed the optimization of tomogra-


Figure 2.9: Average fidelity of the characterised state for simulated noise level. The simulation procedure is described in the text. We have carried out this study for all four experimentally characterised density matrices as shown in the legend. The expressions for density matrices $\rho_{1}$ and $\rho_{2}$ are mentioned in $\S 2.3 .1$ and $\S 2.3 .2$. Results show robustness of the protocal
phy experiments based on minimization of the condition number of the constraint matrix. Finally, we demonstrated the experimental ancilla-assisted quantum state tomography in two systems: (i) a system with two input qubits and one ancilla qubit in an isotropic medium and (ii) a system with three input qubits and two ancilla qubits in a partially oriented medium. In both the cases, we successfully reconstructed the target density matrices with a single quadrature detection of transverse magnetization. The methods introduced in this work should be useful for extending the range of quantum state tomography to larger registers.

## Chapter 3

## Single-scan quantum process tomography

### 3.1 Introduction

An open quantum system may undergo an evolution due to intentional control fields as well as due to unintentional interactions with stray fields caused by environmental fluctuations. In practice, even a carefully designed control field may be imperfect to the extent that one might need to characterize the overall process acting on the quantum system. Such a characterization, achieved by a procedure called quantum process tomography (QPT), is crucial in the physical realization of a fault-tolerant quantum processor [54, 55]. QPT is realized by considering the quantum process as a map from a complete set of initial states to final states, and experimentally characterizing each of the final states using quantum state tomography (QST) [45]. Since the spectral decomposition of a density matrix may involve noncommuting observables, Heisenberg's uncertainty principle demands multiple experiments to characterize the quantum state. Thus QST by itself involves the measurement of a series of observables after identical preparations of the system in the quantum state. Hence, QPT in general requires a number of independent experiments, each involving initialization of the quantum system, applying the process to be characterized, and finally QST. Furthermore, the total number of independent measurements required for QPT increases exponentially with the size of the system undergoing the process.

The physical realization of QPT has been demonstrated on various experimental setups such as NMR [56, 57], linear optics [58, 59, 60, 61], ion traps [62, 63], superconducting qubits $[64,65,66,67,68,69]$, and NV center qubit [70]. Several developments in the methodology of QPT have also been reported [71, 72]. In particular, it has been shown that ancilla assisted process tomography (AAPT) can characterize a process with a single QST [73, 58, 74, 59]. However, it still requires multiple measurements each taken over a set of commuting observables. On the other hand, if sufficient ancilla qubits are available, QST can be carried out with a single ensemble measurement (i.e., a single scan)
over the entire system-ancilla space. This procedure, known as ancilla assisted quantum state tomography (AAQST), has been studied both theoretically and experimentally [48, 49, 50, 75, 64]. Here we combine AAPT with AAQST and realize a 'single-scan quantum process tomography' (SSPT), which can characterize a general process in a single ensemble measurement of the system-ancilla state.

In the next section, after briefly revising QPT and AAPT, I describe SSPT procedure. In §3.3, I illustrate our SSPT procedure using a three-qubit NMR quantum register. I also present our characterization of certain unitary processes corresponding to standard quantum gates and a nonunitary process, namely twirling operation. Finally I conclude in §3.4.

### 3.2 Theory

### 3.2.1 Quantum Process Tomography (QPT)

A process $\varepsilon$ maps a quantum state $\rho$ to another state $\varepsilon(\rho)$. Here we consider an $n$-qubit system with $N^{2}\left(=2^{2 n}\right)$-dimensional Liouville space $S$. In order to characterize $\varepsilon$, we let the process act on each linearly independent element of a complete basis set $\left\{\rho_{1}, \rho_{2}, \cdots, \rho_{N^{2}}\right\}$. Expressing each output state in the complete basis we obtain

$$
\begin{equation*}
\varepsilon\left(\rho_{j}\right)=\sum_{k} \lambda_{j k} \rho_{k}, \tag{3.1}
\end{equation*}
$$

where the complex coefficients $\lambda_{j k}$ can be extracted after QST.
The outcome of a trace-preserving quantum process $\varepsilon$ also has an operator-sum representation

$$
\begin{equation*}
\varepsilon(\rho)=\sum_{i} E_{i} \rho E_{i}^{\dagger}, \tag{3.2}
\end{equation*}
$$

where the Kraus operators $E_{i}$ satisfy the completeness relation $\sum_{i} E_{i}^{\dagger} E_{i}=\mathbb{I}$. To assist experimental characterization of the process, we utilize a fixed set of basis operators $\left\{\tilde{E}_{m}\right\}$,
(a)

$$
\begin{aligned}
& \rho_{1}=\begin{array}{|l|l|}
\hline \mathbf{1} & 0 \\
\hline 0 & 0 \\
\hline
\end{array} \xrightarrow{\varepsilon^{(S)}} \begin{array}{|c|c|}
\hline \lambda_{11} & \lambda_{12} \\
\hline \lambda_{13} & \lambda_{14} \\
\hline \text { (2 scans) }
\end{array} \underset{\mathcal{D}_{1 \mathrm{k}}}{\mathrm{QST}}\left\{\lambda_{1}\right\} \\
& \rho_{2}=\begin{array}{|l|l|}
\hline 0 & \mathbf{1} \\
\hline 0 & 0 \\
\hline
\end{array} \xrightarrow{\varepsilon^{(S)}} \begin{array}{|c|c|}
\hline \lambda_{21} & \lambda_{22} \\
\hline \lambda_{23} & \lambda_{24} \\
\hline \text { (2 scans) }
\end{array} \xrightarrow{\text { QST }}\left\{\lambda_{2 \mathrm{k}}\right\} \\
& \left.\rho_{3}=\begin{array}{|l|l|}
\hline 0 & 0 \\
\hline \mathbf{1} & 0 \\
\hline
\end{array} \xrightarrow{\varepsilon^{(\mathrm{S})}} \begin{array}{|c|c|}
\hline \lambda_{31} & \lambda_{32} \\
\begin{array}{|l|l}
\lambda_{33} & \lambda_{34} \\
\hline
\end{array} \\
\begin{array}{ll}
\lambda_{2} \text { scans) }
\end{array} \\
\text { QST }
\end{array} \lambda_{3 \mathrm{k}}\right\} \\
& \rho_{4}=\begin{array}{|l|l|}
\hline 0 & 0 \\
\hline 0 & 1 \\
\hline
\end{array} \xrightarrow{\varepsilon^{(S)}} \begin{array}{|c|c|}
\hline \lambda_{41} & \lambda_{42} \\
\hline \lambda_{43} & \lambda_{44} \\
\hline(2 \text { scans })
\end{array} \stackrel{\text { QST }}{1}\left\{\lambda_{4 k}\right\}
\end{aligned}
$$


(c)

(c) $\rho_{\mathrm{B}, \mathrm{A}, \mathrm{S}}=\frac{\mathbb{1}^{(\mathrm{B})}}{2} \otimes \rho_{\mathrm{A}, \mathrm{S}} \xrightarrow{\mathbb{1}^{(\mathrm{B}, \mathrm{A})} \otimes \varepsilon^{(\mathrm{S})}}$| $\lambda_{11}$ | $\lambda_{12}$ | $\lambda_{21}$ | $\lambda_{22}$ | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{13}$ | $\lambda_{14}$ | $\lambda_{23}$ | $\lambda_{24}$ | 0 | 0 | 0 | 0 |
| $\lambda_{31}$ | $\lambda_{32}$ | $\lambda_{41}$ | $\lambda_{42}$ | 0 | 0 | 0 | 0 |
| $\lambda_{33}$ | $\lambda_{34}$ | $\lambda_{43}$ | $\lambda_{44}$ | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | $\lambda_{11}$ | $\lambda_{12}$ | $\lambda_{21}$ | $\lambda_{22}$ |
| 0 | 0 | 0 | 0 | $\lambda_{13}$ | $\lambda_{14}$ | $\lambda_{23}$ | $\lambda_{24}$ |
| 0 | 0 | 0 | 0 | $\lambda_{31}$ | $\lambda_{32}$ | $\lambda_{41}$ | $\lambda_{42}$ |
| 0 | 0 | 0 | 0 | $\lambda_{33}$ | $\lambda_{34}$ | $\lambda_{43}$ | $\lambda_{44}$ |\(\left\{\begin{array}{l}(1 scan <br>

\end{array}\right.\)

Figure 3.1: Illustrating (a) single-qubit QPT requiring a total of 8 NMR measurements, (b) AAPT requiring 2 NMR measurements, and (c) SSPT requiring a single NMR measurement.
and express $E_{i}=\sum_{m} e_{i m} \tilde{E}_{m}$. The process is now described by

$$
\begin{equation*}
\varepsilon(\rho)=\sum_{m n} \tilde{E}_{m} \rho \tilde{E}_{n}^{\dagger} \chi_{m n}, \tag{3.3}
\end{equation*}
$$

where $\chi_{m n}=\sum_{i} e_{i m} e_{i n}^{*}$ form a complex matrix which completely characterizes the process $\varepsilon$. Since the set $\left\{\rho_{k}\right\}$ forms a complete basis, it is also possible to express

$$
\begin{equation*}
\tilde{E}_{m} \rho_{j} \tilde{E}_{n}^{\dagger}=\sum_{k} \beta_{j k}^{m n} \rho_{k}, \tag{3.4}
\end{equation*}
$$

where $\beta_{j k}^{m n}$ can be calculated theoretically. Eqns. 3.1, 3.3, and 3.4 lead to

$$
\begin{equation*}
\varepsilon\left(\rho_{j}\right)=\sum_{k} \lambda_{j k} \rho_{k}=\sum_{k} \sum_{m n} \beta_{j k}^{m n} \chi_{m n} \rho_{k} . \tag{3.5}
\end{equation*}
$$

Exploiting the linear independence of $\left\{\rho_{k}\right\}$, one obtains the matrix equation

$$
\begin{equation*}
\beta \chi=\lambda, \tag{3.6}
\end{equation*}
$$

from which $\chi$-matrix can be extracted by standard methods in linear algebra.
For example, in the case of a single qubit, one can choose the linearly independent basis $\{|0\rangle\langle 0|,|0\rangle\langle 1|,|1\rangle\langle 0|,|1\rangle\langle 1|\}$ (see Fig. 3.1a). While the middle-two elements are nonHermitian, they can be realized as a linear combination of Hermitian density operators [4]. A fixed set of operators $\{I, X,-i Y, Z\}$ can be used to express the $\chi$ matrix. Thus the standard single-qubit QPT procedure requires four QST experiments.

QPT on an $N$-dimensional system requires $N^{2}$-QST experiments, where a single QST involves several quantum measurements each taken jointly over a set of commuting observables. The exact number of measurements required for QST may depend on the properties of available detectors.

In NMR, a single-scan experiment allows us to detect all the single-quantum elements of the density matrix (see Fig. 3.1). For example, real and imaginary part of NMR signal of a two qubit system together consists of eight transitions. Transitions in real spectrum corresponding to the four observables are Observables, corresponding to the transitions in

| $n$ | $M_{\text {QPT }}$ | $M_{\text {AAPT }}$ | $\left(n_{A 1}\right)$ | $M_{\text {SSPT }}$ | $\left(n_{A 1}, n_{A 2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 8 | 2 | $(1)$ | 1 | $(1,1)$ |
| 2 | 32 | 4 | $(2)$ | 1 | $(2,2)$ |
| 3 | 192 | 11 | $(3)$ | 1 | $(3,3)$ |
| 4 | 1024 | 32 | $(4)$ | 1 | $(4,5)$ |
| 5 | 7168 | 103 | $(5)$ | 1 | $(5,6)$ |

Table 3.1: Comparison of number of independent measurements and number of ancilla qubits (in parenthesis) required for $n$-qubit QPT, AAPT, and SSPT.
real part are $\left\{\sigma_{x} \otimes|0\rangle\langle 0|, \sigma_{x} \otimes|1\rangle\langle 1|,|0\rangle\langle 0| \otimes \sigma_{x},|1\rangle\langle 1| \otimes \sigma_{x}\right\}$ and imaginary part are $\left\{\sigma_{y} \otimes\right.$ $\left.|0\rangle\langle 0|, \sigma_{y} \otimes|1\rangle\langle 1|,|0\rangle\langle 0| \otimes \sigma_{y},|1\rangle\langle 1| \otimes \sigma_{y}\right\}$. Thus a quadrature detected NMR signal directly provides information on four density matrix elements [34]. To measure other elements, one needs to transform the density matrix by a known unitary, and again record the four transitions. The intensities of these transitions are proportional to linear combinations of various elements of the density matrix. In principle, two experiments suffice for a 2 qubit QST [75]. In the case of an $n$-qubit NMR system with a well resolved spectrum, QST requires $\simeq\left\lceil\frac{N}{n}\right\rfloor$ measurements, where $\rfloor$ rounds the argument to next integer [75]. Therefore an $n$-qubit QPT needs a total of $M_{\mathrm{QPT}} \simeq N^{2}\left\lceil\frac{N}{n}\right\rfloor$ measurements. Estimates of $M$ for a small number of qubits shown in the first column of Table 1 illustrate the exponential increase of $M_{\text {QPT }}$ with $n$.

### 3.2.2 Ancilla-Assisted Process Tomography (AAPT)

If sufficient number of ancillary qubits are available, ancilla assisted process tomography (AAPT) can be carried out by simultaneously encoding all the basis elements onto a higher dimensional system-ancilla Liouville space $A \otimes S[73,58,74,59]$. AAPT requires a single final QST, thus greatly reducing the number of independent measurements. For example, a single-qubit process tomography can be carried out with the help of an ancillary qubit by preparing the 2-qubit Bell state $\left|\phi_{A S}\right\rangle=\left(\left|0_{A}\right\rangle\left|0_{S}\right\rangle+\left|1_{A}\right\rangle\left|1_{S}\right\rangle\right) / \sqrt{2}$, applying the process on the system-qubit, and finally carrying out QST of the two-qubit state (see Fig. 3.1b). While the choice of the initial state for AAPT is not unique, the above choice provides a simple way to represent all the four $2 \times 2$ dimensional basis states directly onto different


Figure 3.2: Quantum circuit for SSPT. Building blocks of the circuit involves initialization of the system and ancilla registers, encoding of the input states into subspaces of system-ancilla register, application of process $\varepsilon$, and finally AAQST.
subspaces of the $4 \times 4$ dimensional density operator (see Figs. 3.1a and 3.1b). For an $n$-qubit system, all the $N^{2}$ basis elements can be encoded simultaneously in independent subspaces of a single $N^{2} \times N^{2}$ Liouville operator belonging to $2 n$-qubit space $A \otimes S$. A simple choice for the initial state is of the form $\left|\phi_{A S}\right\rangle^{\otimes n}$. The quantum circuit for the preparation of this state is shown in the first part of Fig. 3.2. Thus exactly $n$-ancilla qubits are needed to carry out AAPT on an $n$-qubit system.

Although only two independent measurements are needed for a two-qubit QST, this number grows exponentially with the total number of qubits. An $n$-qubit AAPT involves a $2 n$-qubit QST, and accordingly requires $M_{\text {AAPT }} \simeq\left\lceil\frac{N^{2}}{2 n}\right\rfloor$ scans [75]. The minimum number of scans for a few system-qubits are shown in the second column of Table 3.1. While AAPT requires significantly lesser number of measurements compared to QPT, it still scales exponentially with the number of system-qubits.

(b)

| Qubit | $\mathbf{U}$ (Hz) | $\mathbf{T}_{\mathbf{1}}$ (s) | $\mathbf{T}_{\mathbf{2}}{ }^{*}$ (s) |  |
| :---: | :---: | :---: | :---: | :--- |
| 1 | -17323 | 6.2 | 0.6 | $\mathrm{~J}_{12}=-128.3 \mathrm{~Hz}$ |
| 2 | 0 | 7.5 | 0.8 | $\mathrm{~J}_{13}=47.4 \mathrm{~Hz}$ |
| 3 | 11833 | 6.9 | 0.8 | $\mathrm{~J}_{23}=69.9 \mathrm{~Hz}$ |



Figure 3.3: Molecular structure of iodotrifluoroethylene (a), and the table of Hamiltonian and relaxation parameters (b), NMR pulse-sequence to demonstrate SSPT (c). Pulse sequence for preparing $|00\rangle$ pseudopure state is shown in the inset of (c).

### 3.2.3 Single-Scan Process Tomography (SSPT)

It had been shown earlier that, if sufficient number of ancillary qubits are available, QST of a general density matrix of arbitrary dimension can be performed with a single-scan [49, 50, 75]. This method, known as ancilla assisted quantum state tomography (AAQST) is based on the redistribution of all elements of the system density matrix on to a joint density matrix in the combined system-ancilla Liouville space. Initially ancilla register for AAQST is prepared in a maximally mixed state thus erasing all information in it and redistribution of matrix elements is achieved by an optimized joint unitary operator [75]. By combining AAPT with AAQST, process tomography can be achieved with a singlescan measurement of all the qubits (see Fig. 3.1c and 3rd column of Table 3.1).

If AAQST is carried out with an ancilla space $(B)$ of $n_{B}$-qubits, the combined space $B \otimes A \otimes S$ corresponds to $\tilde{n}=2 n+n_{B}$ qubits. A single-scan measurement suffices if the total number of observables is equal to or exceeds the number of real unknowns (i.e.,
$\left.N^{4}-1\right)$ in the $2 n$-qubit density matrix, i.e., if $\tilde{n} \tilde{N} \geq\left(N^{4}-1\right)$, where $\tilde{N}=2^{\tilde{n}}$ [75]. However, if only pairwise interactions are used between the system and ancilla of same dimension, then also, a single experiments suffices for AAQST [?]. The number of ancillary qubits $n_{A}$ and $n_{B}$ required for SSPT are shown in the third column of Table 3.1.

The complete circuit for SSPT is shown in Fig. 3.2. It involves two ancilla registers, one for AAPT and the other for AAQST. Initially AAQST register is prepared in a maximally mixed state and the other two registers are set to $|0\rangle^{\otimes n}$ states. Hadamard gates on the AAPT ancilla followed by C-NOT gates (on system qubits controlled by ancilla) prepare state $\left|\phi_{A S}\right\rangle^{\otimes n}$, which simultaneously encodes all the basis elements required for QPT. A single application of the process $\varepsilon$, on the system qubits, acts simultaneously and independently on all the basis elements $\left\{\rho_{j}\right\}$. The final AAQST operation allows estimation of all the elements of the $2 n$-qubit density matrix $\sum_{j} A^{(j)} \otimes \varepsilon\left(\rho_{j}\right)$, where $A^{(j)}$ identifies the $j$ th subspace. The output of each subspace $\varepsilon\left(\rho_{j}\right)$ can now be extracted using a single scan experiment, and the coefficients $\lambda_{j k}=\operatorname{Tr}\left[\varepsilon\left(\rho_{j}\right) \rho_{k}^{\dagger}\right]$ can be calculated.

### 3.3 Experiments

We used iodotrifluoroethylene $\left(\mathrm{C}_{2} \mathrm{~F}_{3} \mathrm{I}\right)$ dissolved in acetone- $\mathrm{D}_{6}$ as a 3-qubit system. The molecular structure and labelling scheme are shown in Fig. 3.3a. All the experiments described below are carried out on a Bruker 500 MHz NMR spectrometer at an ambient temperature of 300 K using high-resolution NMR techniques. The NMR Hamiltonian in this case can be expressed as

$$
\begin{equation*}
\mathcal{H}=-\pi \sum_{i=1}^{3} v_{i} \sigma_{z}^{i}+\pi \sum_{i=1, j>i}^{3,3} J_{i j} \sigma_{z}^{i} \sigma_{z}^{j} / 2 \tag{3.7}
\end{equation*}
$$

where $\sigma_{z}^{i}$ and $\sigma_{z}^{j}$ are Pauli $z$-operators of $i$ th and $j$ th qubits [34]. The chemical shifts $v_{i}$, coupling constants $J_{i j}$, and relaxation parameters ( $\mathrm{T}_{1}$ and $\mathrm{T}_{2}^{*}$ ) are shown in Fig. 3.3b. All the pulses are realized using gradient ascent pulse engineering (GRAPE) technique [43] and had average fidelities above 0.99 over $20 \%$ inhomogeneous RF fields.

We utilize spins $\mathrm{F}_{1}, \mathrm{~F}_{2}$, and $\mathrm{F}_{3}$ respectively as the system qubit $(S)$, AAPT ancilla ( $A$ ),
and AAQST ancilla ( $B$ ). The NMR pulse-sequence for SSPT experiments are shown in Fig. 3.3c. It begins with preparing $B$ qubit in the maximally mixed state by bringing its magnetization into transverse direction using a Hadamard gate, and subsequently dephasing it using a PFG. The remaining qubits are initialized into a pseudopure $|00\rangle$ state by applying the standard pulse-sequence shown in the inset of Fig. 3.3c [38]. The Bell state $\left|\phi_{A S}\right\rangle$ prepared using a Hadamard-CNOT combination had a fidelity of over 0.99. After preparing this state, we applied the process $\varepsilon$ on the system qubit. The final AAQST consists of $(\pi / 2)_{x}$ and $(\pi / 2)_{y}$ pulses on all the qubits separated by delays $\tau_{1}=6.7783 \mathrm{~ms}$ and $\tau_{2}=8.0182 \mathrm{~ms}$ [75]. A single-scan measurement of all the qubits now leads to a complex signal of 12 transitions, from which all the 15 real unknowns of the 2-qubit density matrix $\rho_{A S}=\sum_{j} A^{(j)} \otimes \varepsilon\left(\rho_{j}\right)$ of $F_{1}$ and $F_{2}$ can be estimated [75] (see Fig. 3.1). In our choice of fixed set of operators and basis elements

$$
\rho_{A S}=\left[\begin{array}{cc|cc}
\lambda_{11} & \lambda_{12} & \lambda_{21} & \lambda_{22}  \tag{3.8}\\
\lambda_{13} & \lambda_{14} & \lambda_{23} & \lambda_{24} \\
\hline \lambda_{31} & \lambda_{32} & \lambda_{41} & \lambda_{42} \\
\lambda_{33} & \lambda_{34} & \lambda_{43} & \lambda_{44}
\end{array}\right] .
$$

The $\chi$ matrix characterizing the complete process can now be obtained by solving the eqn. 6.10.

### 3.3.1 $\quad$ SSPT of quantum gates

We now describe experimental characterization of several single-qubit unitary processes. The quantum gates to be characterized are introduced as process $\varepsilon$ on $\mathrm{F}_{1}$ qubit in Fig. 3.3c. The experimental $\chi$-matrices for NOP (identity process), NOT-X ( $e^{-i \pi / / 2}$ ), NOT-$\mathrm{Y}\left(e^{-i \pi Y / 2}\right)$, Hadamard, Phase $-\pi\left(e^{i \pi Z / 2}\right)$, and Phase $-\pi / 4\left(e^{i \pi Z / 8}\right)$ are shown in Fig. 3.4. Starting from thermal equilibrium, each SSPT experiment characterizing an entire onequbit process took less than four seconds. A measure of overlap of the experimental


Figure 3.4: The barplots showing experimental $\chi$-matrices for various quantum processes obtained using SSPT. In each case, the left and right barplots correspond to the real and imaginary parts respectively, and the fidelities are indicated in parenthesis.
process $\chi_{\text {exp }}$ with the theoretically expected process $\chi_{\mathrm{th}}$ is given by the gate fidelity [70]

$$
\begin{equation*}
F\left(\chi_{\exp }, \chi_{\mathrm{th}}\right)=\frac{\left|\operatorname{Tr}\left[\chi_{\exp } \chi_{\mathrm{th}}^{\dagger}\right]\right|}{\sqrt{\operatorname{Tr}\left[\chi_{\mathrm{exp}}^{\dagger} \chi_{\exp }\right] \operatorname{Tr}\left[\chi_{\mathrm{th}}^{\dagger} \chi_{\mathrm{th}}\right]}} . \tag{3.9}
\end{equation*}
$$

The gate fidelities for all the six processes are indicated in Fig. 3.4. Except in the cases of Hadamard and Phase- $\pi / 4$, the gate fidelities were about 0.99 . The lower fidelities in Hadamard (0.95) and Phase- $\pi / 4$ (0.97) are presumed to be due to RF inhomogeneity and nonlinearities in the pulse implementations.

In order to study the robustness of SSPT procedure we first considered an ideal process, simulated the corresponding spectral intensities, and reconstructed the final density matrix $\rho_{A S}$. Using eqn. 3.8 we obtained $\lambda_{j k}$ values and calculated the matrix $\chi_{0}$ simulating the noise-free SSPT procedure. We then introduced noise by adding random numbers in the range $[-\eta, \eta]$ to the spectral intensities and used the resulting data for calculating $\chi_{\eta}$. The variations of average gate fidelities $F\left(\chi_{0}, \chi_{\eta}\right)$ for various processes versus noise am-


Figure 3.5: Simulated fidelity of various processes as a function of noise strength $\eta$.
plitude $\eta$ are shown in Fig. 3.5. Interestingly, the noise has similar effects on fidelities of all the simulated processes. We also observe that fidelities remained above 0.9 for $\eta<0.1$, indicating that SSPT is fairly robust against the noise in this range.

### 3.3.2 SSPT of twirling process

Twirling is essentially a nonunitary process usually realized by an ensemble average of a set of unitary operations. It was first introduced by Bennett et al [76] for extracting singlet states from a mixture of Bell states. Twirling has been studied in detail [77, 78, 79, 80, 81] and various modified twirling protocols have also been suggested [82, 83].

In NMR, twirling can be achieved with the help of a pulsed field gradient (PFG), which produces a continuous space-dependent spin-rotation, such that the ensemble average effectively emulates a nonunitary process [84]. A $\hat{z}$ PFG produces a $z$-dependent unitary $U_{\phi}(z)=\exp \left(-i \frac{\phi}{2} \sum_{j=1}^{n} \sigma_{j z}\right)$, where $j$ is the summation index over all the qubits. Assuming a linear gradient introducing a maximum phase $\pm \Phi$ on either ends of a sample of length $z_{0}$, we have $\phi(z)=2 \Phi\left(z / z_{0}\right)$. When the $\hat{z}$ PFG acts on an initial $n$-qubit density matrix $\rho_{\text {in }}=\sum_{l m} \rho_{l m} \mid \nu\langle m|$, the resultant output density matrix is,

$$
\begin{align*}
\rho_{\mathrm{out}} & =\frac{1}{2 \Phi} \int_{-\Phi}^{\Phi} d \phi U_{\phi} \rho_{\mathrm{in}} U_{\phi}^{\dagger} \\
& =\sum_{l m} \rho_{l m}|l\rangle\langle m| \operatorname{sinc}\left(q_{l m} \Phi\right) \tag{3.10}
\end{align*}
$$

Here $\operatorname{sinc}(\mathrm{x})=\frac{\sin x}{x}$ and $q_{l m}=\frac{1}{2} \sum_{j}\left[(-1)^{m_{j}}-(-1)^{n_{j}}\right]$ is the quantum number of the element $\left|l_{1} l_{2} \cdots l_{n}\right\rangle\left\langle m_{1} m_{2} \cdots m_{n}\right|$, i.e., the difference in the spin-quantum numbers of the corresponding basis states. While the diagonal elements $|l\rangle\langle l|$ and other zero-quantum elements are unaffected by twirling, the off-diagonal elements with $q_{l m} \neq 0$ undergo decaying oscillations with increasing $\Phi$ values.

SSPT of twirling process is carried out using the procedure described in Fig. 3.3c after introducing $\delta$-PFG- $\delta$ in place of the process $\varepsilon$, where $\delta$ is a short delay for switching the gradient. Applying PFG selectively on the system qubit is not simple, and is also unnecessary. Since the $\mathrm{F}_{3}$ qubit (AAQST ancilla) is already in a maximally mixed state, twirling has no effect on it. For the Bell state $\left|\phi_{A S}\right\rangle$, applying a strong twirling on either or both spins $\left(F_{1}, F_{2}\right)$ has the same effect, i.e., a strong measurement reducing the jointstate to a maximally mixed state. However, since $\left|\phi_{A S}\right\rangle$ corresponds to a two-quantum coherence (i.e., $q_{00,11}=2$ ), its dephasing is double that of a single-quantum coherence. Assuming the initial state $\rho_{\mathrm{in}}=\left|\phi_{A S}\right\rangle\left\langle\phi_{A S}\right|$, and using expressions 3.1 and 3.10 , we find that the non-zero elements of $\lambda$ are

$$
\begin{equation*}
\lambda_{11}=\lambda_{44}=1, \text { and, } \lambda_{22}=\lambda_{33}=\operatorname{sinc}(2 \Phi) . \tag{3.11}
\end{equation*}
$$

Solving expression 6.10, we obtain a real $\chi$ matrix with only nonzero elements

$$
\begin{equation*}
\chi_{\mathrm{EE}}=\frac{1+\operatorname{sinc}(2 \Phi)}{2} \text { and } \chi_{\mathrm{ZZ}}=\frac{1-\operatorname{sinc}(2 \Phi)}{2} . \tag{3.12}
\end{equation*}
$$

In our experiments, the duration of PFG and $\delta$ are set to $300 \mu \mathrm{~s}$ and $52.05 \mu \mathrm{~s}$ respectively, such that the chemical shift evolutions and J-evolutions are negligible. The strength of twirling is slowly varied by increasing the PFG strength from 0 to $2.4 \mathrm{G} / \mathrm{cm}$ in steps of $0.05 \mathrm{G} / \mathrm{cm}$. The results of the experiments are shown in Fig. 3.6. The filled squares


Figure 3.6: (a) The experimental values of $\left|\chi_{\mathrm{EE}}\right|\left(\left|\chi_{\mathrm{ZZ}}\right|\right)$ are shown by filled squares (filled circles). The solid line ( $\chi_{\mathrm{EE}}$ ) in blue and ( $\chi_{\mathrm{ZZ}}$ ) in red illustrate theory. The barplots correspond to experimental $|\chi|$ matrices at (b) $\Phi=0$, (c) $\Phi=0.64 \pi$, (d) $\Phi=\pi$, and (e) $\Phi=3.43 \pi$.
(circles) in Fig. 3.6a correspond to experimentally obtained values for $\left|\chi_{\mathrm{EE}}\right|\left(\left|\chi_{\mathrm{zZ}}\right|\right)$. Small imaginary parts observed in experimental $\chi$ matrices are due to minor experimental imperfections. The smooth lines indicate corresponding theoretical values obtained from eqns. 3.12. The crosses indicate the gate fidelities $F\left(\chi_{\text {exp }}, \chi_{\mathrm{th}}\right)$ calculated using eqn. 3.9. The barplots show experimental $|\chi|$ matrices for (b) $\Phi=0$, (c) $\Phi=0.64 \pi$, (d) $\Phi=\pi$, and (e) $\Phi=3.43 \pi$, and $\chi_{\text {EE }}$ and $\chi_{\text {ZZ }}$ values in Fig. 3.6a corresponding to these $\Phi$ values are circled out.

At zero twirling, the process is essentially a NOP process as is clear from the bar plot in Fig. 3.6b, wherein $\left|\chi_{\mathrm{EE}}\right| \approx 1$ and $\left|\chi_{\mathrm{zz}}\right| \approx 0$. When $\Phi=k \pi / 2$ with an integer $k$, the ensemble initially prepared in state $\left|\psi_{A S}\right\rangle$ undergoes an overall phase distribution over [ $-k \pi, k \pi$ ], and at this stage $\chi_{\mathrm{EE}}=\chi_{\mathrm{ZZ}}=0.5$ (eg. Fig. 3.6d). Further increase in $\Phi$ leads to oscillations of $\chi_{\text {EE }}$ and $\chi_{\mathrm{ZZ}}$ about 0.5 , and for large $\Phi$ values, both of these elements damp towards 0.5 and all other elements vanish (eg. Fig. 3.6e). The errors in experimental $\chi_{\mathrm{EE}}$ and $\chi_{\mathrm{ZZ}}$ values were less than $8 \%$. The good agreement of the experimental values with theory indicates the overall success of SSPT procedure. The average of the gate
fidelities was over 0.96. Small deviations of the experimental values from theory are due to nonlinearities in PFG profile as well as due to imperfections in RF pulses implementing the SSPT procedure.

### 3.4 Conclusions

Information processing requires two important physical resources, namely, the size of the register and the number of operations. Often there exists an equivalence between these two resources which allows trading one resource with another. Likewise, in the present work we show that, if some extra qubits are available, it is possible to carry out quantum process tomography of the system qubits with a single-scan ensemble measurement. We have illustrated this method on a single system qubit and two ancillary qubits using NMR quantum computing methods. In particular, we extracted the $\chi$ matrices characterizing certain quantum gates and obtained their gate fidelities with the help of a single ensemble measurement of a three qubit system in each case. We studied the robustness of SSPT procedure using numerical simulations. We also characterized twirling operation which is essentially a nonunitary process.

The ensemble nature of NMR systems allows us to determine all the single-quantum observables in a single scan experiment. However, a larger ancilla may be required if measurement of only a commuting set of observables is allowed in a single experiment, as in the case of single-apparatus QST [48], or if the system-ancilla interactions are constrained, as in pair-wise interaction case [85]. Nevertheless, the overall procedure of SSPT can be generalized to apply in other fields such as optical qubits, trapped ions, or superconducting qubits.

A potential application of single-scan process tomography could be in high throughput characterization of dynamic processes. The standard methods require repeated applications of the same process either to collect independent outputs from all the basis states or to allow quantum state tomography. However, the present method requires only one application of the process for the entire characterization.

## Chapter 4

## Ancilla assisted non-invasive measurements

The measurement of a classical object need not affect its subsequent dynamics. Thus classical measurements are said to be non-invasive. On the other hand, a strong measurement of a quantum object does affect its subsequent dynamics, and is said to be invasive. The effects of measurements on dynamics of the classical and the quantum objects are illustrated below in Fig. 4.1.

## A classical object



## Aquantum object



> Is it possible to measure a quantum system noninvasively? - ancilla may help !!

Figure 4.1: Illustrating classical noninvasive measurements and quantum invasive measurements.

Certain quantum mechanical studies, like Leggett-Garg inequality, are based on the assumption of non-invasive measurability [86, 87, 88, 89, 27]. Recently Knee et al [90]

## Chapter 4

have proposed a scheme known as ideal negative result measurement (INRM), which is more effectively non-invasive than some previous schemes. Here we describe two interesting quantum physics problems studied using NMR systems, wherein ancilla qubits are utilized for noninvasive measurements. The problems of interest are:

1. Entropic Leggett-Garg Inequality (ELGI) in nuclear spin ensembles and,
2. Retrieving joint probabilities by inversion of moments in quantum sequential measurements.

## Some definitions:

Joint and Conditional probabilities: In probability theory, given at least two random variables $X$ and $Y$ with outcomes $\left\{x_{i}\right\}$ and $\left\{y_{j}\right\}$, the joint probability distribution $p(X, Y)$ gives the probability of combined outcomes $x_{i}$ and $y_{j}$ for variable $X$ and $Y$. Although here I have described it for a two variable case, the concept is general and can be extended to any number of random variables and also for continuous variables.

The Conditional probability distribution $p(Y / X)$ for random variables $X$ and $Y$ gives the probability of getting outcome $y_{j}$ for given outcome $x_{i}$. Given a joint probability distribution $p(X, Y)$ the conditional probability distribution can be calculated as $p(Y / X)=$ $p(X, Y) / p(x)$. This relation is also known as Bayes theorem.

Marginal and grand probabilities: Consider a set of random variable $\left\{X_{i}\right\}$ for $i=$ $1 \cdots n$ and outcome $\left\{x_{i}= \pm 1\right\}$. According to the classical probability theory, if the $n$ variable joint probability is $p\left(x_{1}, x_{2}, \cdots x_{n}\right)$, then the family of $n-1$ variate probability $p\left(x_{1}, x_{2}, \cdots x_{k-1}, x_{k+1} \cdots x_{n-1}\right)$ can be obtained by summing up (marginalizing out) probabilities corresponding to all outcomes variable $x_{k}$. These probabilities are known as marginals of $p\left(x_{1}, x_{2}, \cdots x_{n}\right)$. By marginalizing different combinations of variables, a complete family of marginal probabilities can be obtained.

### 4.1 Entropic Leggett-Garg Inequality in Nuclear Spin Ensembles

### 4.1.1 Introduction

The behavior of quantum systems is often incomprehensible by classical notions, the best examples being nonlocality [91, 92] and contextuality [93]. Quantum systems are nonlocal since they violate Bell's inequality, which assumes that local operations on one of the two space-like separated objects can not disturb the measurement outcomes of the other [94]. The quantum systems are also contextual in the sense that a measurement outcome depends not only on the system and the property being measured, but also on the context of the measurement, i.e., on the set of other compatible properties which are being measured along with.

Another notion imposed on classical objects is macrorealism, which is based on two criteria: (i) the object remains in one or the other of many possible states at all times, and (ii) the measurements are noninvasive, i.e., they reveal the state of the object without disturbing the object or its future dynamics. Quantum systems are incompatible with these criteria and therefore violate bounds on correlations derived from them. For instance, Leggett-Garg inequality (LGI) sets up macrorealistic bounds on linear combinations of two-time correlations of a dichotomic observable belonging to a single dynamical system [95]. In this sense, LGI is considered as a temporal analogue of Bell's inequality. Quantum systems do not comply with LGI, and therefore provide an important way to distinguish the quantum behavior from macrorealism. Violations of LGI by quantum systems have been investigated and demonstrated experimentally in various systems [86, 96, 87, 88, 89, 97, 98, 99, 100, 101, 90].

For understanding the quantum behavior it is important to investigate it through different approaches, particularly from an information theoretical point of view. For example, an entropic formulation for Bell's inequality has been given by Braunstein and Caves [102], and more recently that for contextuality has been given independently by Rafael and Fritz [103] and Kurzynski et.al. [104]. Recently, an entropic formulation of LGI has also been introduced by Usha Devi et al. [1], in terms of classical Shannon entropies associated with classical correlations.

Here we report an experimental demonstration of violation of entropic LGI (ELGI) in an ensemble of spin $1 / 2$ nuclei using nuclear magnetic resonance (NMR) techniques. Although NMR experiments are carried out at a high temperature limit, the nuclear spins have long coherence times, and their unitary evolutions can be controlled in a precise way. The large parallel computations carried out in an NMR spin ensemble assists in efficiently extracting the single-event probability (SEP) and joint probabilities (JP). The simplest ELGI study involves three sets of two-time joint measurements of a dynamic observable belonging to a 'system' qubit at time instants $\left(t_{1}, t_{2}\right),\left(t_{2}, t_{3}\right)$, and $\left(t_{1}, t_{3}\right)$. The first measurement in each case must be 'noninvasive' in the sense, it should not influence the outcome of the second measurement. These noninvasive measurements (NIM) can be performed with the help of an ancilla qubit.

Further, it has been argued in [1] that the violation of ELGI arises essentially due to the fact that certain JP are not legitimate in a quantum scenario. Here we describe extracting three-time JP using a three-qubit system, and demonstrate experimentally that it can not reproduce all the marginal probabilities (MP) and hence is illegitimate.

This section is organized as follows. In subec. 4.1.2 I briefly revisit the theory of the ELGI [1], and then I describe the scheme we designed for the measurement of probabilities in subec. 4.1.3. Later I detail our experimental study in subsec. 4.1.4 and describe the study of the three-time joint probability in subec. 4.1.5. I conclude in subec. 4.1.6.

### 4.1.2 Theory

Consider a dynamical observable $Q\left(t_{k}\right)=Q_{k}$ measured at different time instances $t_{k}$. Let the measurement outcomes be $q_{k}$ with probabilities $P\left(q_{k}\right)$. In classical information theory, the amount of information stored in the random variable $Q_{k}$ is given by the Shannon entropy [4],

$$
\begin{equation*}
H\left(Q_{k}\right)=-\sum_{q_{k}} P\left(q_{k}\right) \log _{2} P\left(q_{k}\right) \tag{4.1}
\end{equation*}
$$

The conditional information stored in $Q_{k+l}$ at time $t_{k+l}$, assuming that the observable $Q_{k}$ has an outcome $q_{k}$, is

$$
H\left(Q_{k+1} \mid Q_{k}=q_{k}\right)=-\sum_{q_{k+1}} P\left(q_{k+1} \mid q_{k}\right) \log _{2} P\left(q_{k+1} \mid q_{k}\right),
$$

where $P\left(q_{k+l} \mid q_{k}\right)$ is the conditional probability. Then the mean conditional entropy is given by,

$$
\begin{equation*}
H\left(Q_{k+l} \mid Q_{k}\right)=-\sum_{q_{k}} P\left(q_{k}\right) H\left(Q_{k+l} \mid Q_{k}=q_{k}\right) . \tag{4.2}
\end{equation*}
$$

Using Bayes' theorem, $P\left(q_{k+l} \mid q_{k}\right) P\left(q_{k}\right)=P\left(q_{k+l}, q_{k}\right)$, Here $P\left(q_{k}\right)=P\left(q_{k+l}, q_{k}\right)$ the mean conditional entropy becomes

$$
\begin{equation*}
H\left(Q_{k+l} \mid Q_{k}\right)=H\left(Q_{k}, Q_{k+l}\right)-H\left(Q_{k}\right), \tag{4.3}
\end{equation*}
$$

where the joint Shannon entropy is given by

$$
\begin{equation*}
H\left(Q_{k}, Q_{k+l}\right)=-\sum_{q_{k}, q_{k+l}} P\left(q_{k+l}, q_{k}\right) \log _{2} P\left(q_{k+l}, q_{k}\right) \tag{4.4}
\end{equation*}
$$

These Shannon entropies always follow the inequality [102]

$$
\begin{equation*}
H\left(Q_{k+l} \mid Q_{k}\right) \leq H\left(Q_{k+l}\right) \leq H\left(Q_{k}, Q_{k+l}\right) . \tag{4.5}
\end{equation*}
$$

The left side of the equation implies that removing a constraint never decreases the entropy, and the right side implies information stored in two variables is always greater than or equal to that in one [1]. Suppose that three measurements $Q_{k}, Q_{k+l}$, and $Q_{k+m}$, are performed at time instants $t_{k}<t_{k+l}<t_{k+m}$. Then, from equations (4.3) and (4.5), the following inequality can be obtained:

$$
\begin{equation*}
H\left(Q_{k+m} \mid Q_{k}\right) \leq H\left(Q_{k+m} \mid Q_{k+l}\right)+H\left(Q_{k+l} \mid Q_{k}\right) . \tag{4.6}
\end{equation*}
$$

For $n$ measurements $Q_{1}, Q_{2}, \ldots, Q_{n}$, at time instants $t_{1}<t_{2}<\cdots<t_{n}$, the above inequality can be generalized to [1]

$$
\begin{equation*}
\sum_{k=2}^{n} H\left(Q_{k} \mid Q_{k-1}\right)-H\left(Q_{n} \mid Q_{1}\right) \geq 0 \tag{4.7}
\end{equation*}
$$

This inequality must be followed by all macro-realistic objects, since its satisfaction means the existence of legitimate JP distribution, which can yield all MP [105].

Usha Devi et al. [1] have shown theoretically that the above inequality is violated by a quantum spin- $s$ system, prepared in a completely mixed initial state, $\rho_{\text {in }}=\mathbb{I} /(2 s+1)$. Consider the $z$-component of the spin evolving under the Hamiltonian $H=-\omega S_{x}$ as our dynamical observable, i.e. $Q_{t}=U_{t} S_{z} U_{t}^{\dagger}$, where $U_{t}=e^{-i H t}$, and $S_{x}$ and $S_{z}$ are the components of spin-angular momentum. Let $n$-measurements occur at regular time instants $\Delta t, 2 \Delta t, \cdots, n \Delta t$. Ideally in this case, the conditional entropies $H\left(Q_{k} \mid Q_{k-1}\right)$ between successive measurements are all equal, and can be denoted as $H[\theta /(n-1)]$, where $\theta /(n-1)=\omega \Delta t$ is the rotation caused by the Hamiltonian in the interval $\Delta t$. Similarly we can denote $H\left(Q_{n} \mid Q_{1}\right)$ as $H[\theta]$. The left hand side of inequality (4.7) scaled in units of $\log _{2}(2 s+1)$ is termed as the information deficit $D$. For $n$-equidistant measurements, it can be written as [1]

$$
\begin{equation*}
D_{n}(\theta)=\frac{(n-1) H[\theta /(n-1)]-H[\theta]}{\log _{2}(2 s+1)} \geq 0 . \tag{4.8}
\end{equation*}
$$

### 4.1.3 Measurement of Probabilities

Consider a spin- $1 / 2$ particle as the system qubit. Using the eigenvectors $\{|0\rangle,|1\rangle\}$ of $S_{z}$, as the computational basis, the projection operators at time $t=0$ are $\left\{\Pi_{\alpha}=|\alpha\rangle\langle\alpha|\right\}_{\alpha=0,1}$. For the dynamical observable, the measurement basis is rotating under the unitary $U_{t}=e^{i \omega S_{x}}$, such that $\Pi_{\alpha}^{t}=U_{t} \Pi_{\alpha} U_{t}^{\dagger}$. However, it is convenient to perform the actual measurements in the time-independent computational basis. Since for an instantaneous state $\rho(t), \Pi_{\alpha}^{t} \rho(t) \Pi_{\alpha}^{t}=U_{t} \Pi_{\alpha}\left(U_{t}^{\dagger} \rho(t) U_{t}\right) \Pi_{\alpha} U_{t}^{\dagger}$, measuring in $\left\{\Pi_{\alpha}^{t}\right\}$ basis is equivalent to backevolving the state by $U_{t}^{\dagger}$, measuring in computational basis, and lastly forward evolving by $U_{t}$. This latter evolution can be omitted if one is interested only in the probabilities and not in the post measurement state of the system. For example, in case of multiple-time
measurements, the forward evolution can be omitted after the final measurement. The method for extracting SEP and JP involves the quantum circuits shown in Fig. 4.2. To measure $\operatorname{SEP} P\left(q_{i}\right)$ of system qubit in a general state $\rho_{S}$, it is evolved by $U_{i}^{\dagger}=e^{i H t_{i}}$, and the probabilities $P\left(q_{i}\right)$ are obtained using diagonal tomography. Here a further forward evolution by $U_{i}$ is not necessary as described earlier.


Figure 4.2: Circuits for measuring SEP (a), and two-time JP (b), and three-time JP (c). The grouped gates represent measurement in $\left\{\Pi_{0}^{t}, \Pi_{1}^{t}\right\}$ basis. The operation $C$ can be either CNOT gate or anti-CNOT gate, as described in the text. In (c) the second CNOT gate is applied between first and third spin. The pointer at the end in each circuit represents the measurement of diagonal elements of the density matrix. (d) Block C represents either CNOT or anti-CNOT gate.

To measure JP $P\left(q_{i}, q_{j}\right)$, we utilize an ancilla qubit initialized in the state $|0\rangle\langle 0|$ (Fig. 4.2 b ). After back evolution to computational basis, the CNOT gate encodes the probabilities of the system-qubit $P\left(q_{i}\right)$ on to the ancilla-qubit. After a further evolution by $U_{i} U_{j}^{\dagger}=e^{-i \omega S_{x}\left(t_{j}-t_{i}\right)}$, a diagonal tomography of the two qubit system yields $P\left(q_{i}, q_{j}\right)$. A similar scheme, shown in Fig. 4.2 c , is employed for extracting three-time JP. These circuits can be generalized for higher order JP or for spin- $s>1 / 2$ systems, using appropriate ancilla register.

In the earlier LGI experiments, NIM have been performed by either (i) a weak measurement which has minimum effect on the post measurement quantum state [86, 87, 88] or (ii) initializing the system qubit in the maximally mixed state so that the system density matrix remains unchanged by the measurements [89, 97]. Recently however, it was noted by Knee et al. that a sceptical macrorealist is not convinced by either of the above methods [90]. Instead, they had proposed convincingly, a more non-invasive procedure, known as ideal negative result' measurements (INRM) [90]. The idea for INRM is as follows. The CNOT gate is able to flip the ancilla qubit only if the system qubit is in state $|1\rangle$, and does nothing if the system qubit is in state $|0\rangle$. Therefore after the CNOT gate, if we measure the probability of unflipped ancilla, this corresponds to an 'interaction-free' or NIM of $P(q=0)$. Similarly, we can implement an anti-CNOT gate, which flips the ancilla only if the system qubit is in state $|0\rangle$, and does nothing otherwise, such that the probability of unflipped qubit now gives $P(q=1)$. Note that in both the cases, the probabilities wherein the system interacted with the ancilla, resulting in its flip, are discarded Fig. 4.3. To see this property consider a one qubit general state (for system) and an ancilla in the state $|0\rangle\langle 0|$, then the encoding of probability using C-NOT is as follows

$$
\begin{gathered}
\left(p_{0}|0\rangle\langle 0|+p_{1}|1\rangle\langle 1|+a|1\rangle\langle 0|+a^{\dagger}|0\rangle\langle 1|\right)_{S} \otimes|0\rangle\left\langle\left. 0\right|_{A}\right. \\
\downarrow \mathrm{CNOT} \\
|0\rangle\left\langle\left. 0\right|_{S} \otimes p_{0} \mid 0\right\rangle\left\langle\left. 0\right|_{A}+\mid 1\right\rangle\left\langle\left. 1\right|_{S} \otimes p_{1} \mid 1\right\rangle\left\langle\left. 1\right|_{A}\right. \\
+|1\rangle\left\langle\left. 0\right|_{S} \otimes a \mid 1\right\rangle\left\langle\left. 0\right|_{A}+\mid 0\right\rangle\left\langle\left. 1\right|_{S} \otimes a^{\dagger} \mid 0\right\rangle\left\langle\left. 1\right|_{A} .\right.
\end{gathered}
$$

Now measuring the diagonal terms of the ancilla qubit, we can retrieve $p_{0}$ and $p_{1}$.
Since we are not concerned about any further evolution, the last measurement need not be NIM. In our experiments we combine the two methods, i.e., (i) first we prepare the system in a maximally mixed state i.e., $\rho_{S}=\mathbb{I} / 2$, and (ii) we perform INRM. In this case, $P\left(0_{i}\right)=P\left(1_{i}\right)=1 / 2$, and JP are

$$
\begin{align*}
& P\left(0_{i}, 0_{j}\right)=\left|\cos \left(\theta_{i j} / 2\right)\right|^{2} / 2=P\left(1_{i}, 1_{j}\right), \quad \text { and, } \\
& P\left(0_{i}, 1_{j}\right)=\left|\sin \left(\theta_{i j} / 2\right)\right|^{2} / 2=P\left(1_{i}, 0_{j}\right), \tag{4.9}
\end{align*}
$$

## Expt 1 (Same as before)



## Expt 2 (With anti-CNOT)
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Figure 4.3: INRM procedure for extracting probabilities $P_{0}$ (a) and $P_{1}$ (b) of a single qubit system.
where $\theta_{i j}=\omega\left(t_{j}-t_{i}\right)$ [1]. The only SEP needed for the ELGI test is $H\left(Q_{1}\right)$, since $H\left(Q_{t}\right)$ is constant for the maximally mixed system state. Further, since $H\left(Q_{1}, Q_{2}\right)=H\left(Q_{2}, Q_{3}\right)$ in the case of uniform time intervals, only two joint entropies $H\left(Q_{1}, Q_{2}\right)$ and $H\left(Q_{1}, Q_{3}\right)$ are needed to be measured for evaluating $D_{3}$. In the following we describe the experimental implementation of these circuits for the three-measurement LGI test.

### 4.1.4 Experiment

We have used ${ }^{13} \mathrm{CHCl}_{3}$ (dissolved in $\mathrm{CDCl}_{3}$ ) as the two qubit system and treat its ${ }^{13} \mathrm{C}$ and ${ }^{1} \mathrm{H}$ nuclear spins as the system and the ancilla qubits respectively as shown in Fig. 4.4 a . The resonance offset of ${ }^{13} \mathrm{C}$ was set to 100 Hz and that of ${ }^{1} \mathrm{H}$ to 0 Hz (on resonant) Fig. 4.4 b. The two spins have an indirect spin-spin coupling constant $J=209.2 \mathrm{~Hz}$. All the

(e)


PFG


Figure 4.4: The molecular structures of chloroform (a) and trifluoroiodoethylene (c) and the corresponding tables ( $b$ and $d$ ) of relative resonance frequencies (diagonal elements) and the J-coupling constants. The pulse sequence for initializing trifluoroiodoethylene is shown in (e). In (e) the open pulses are $\pi$ pulses and the delay $\tau=1 /\left(4 J_{23}\right)$.
experiments were carried out at an ambient temperature of 300 K on a 500 MHz Bruker UltraShield NMR spectrometer.

The initialization involved preparing the maximally mixed state $\rho_{S}=\mathbb{I} / 2$ on the system qubit ${ }^{13} \mathrm{C}$. This is achieved by a $\pi / 2$ pulse on ${ }^{13} \mathrm{C}$ followed by a strong pulsed field gradient (PFG). The evolution propagator $U_{j}^{\dagger} U_{i}=e^{-i S_{x} \omega\left(t_{j}-t_{i}\right)}$ is realized by the cascade $H U_{d} H$, where $H$ is the Hadamard gate, and the delay propagator $U_{d}=e^{-i S_{\Sigma} \omega\left(t_{j}-t_{i}\right)}$ corresponds to the $\hat{z}$-precession of the system qubit at $\omega=200 \pi \mathrm{rad} / \mathrm{s}$ resonance off-set. The $J$-evolution during this delay is refocused by a $\pi$ pulse on the ancilla qubit. The CNOT, $H$, as well as the $\pi$ pulses are realized by numerically optimized amplitude and phase modulated RF pulses, and are robust against the RF inhomogeneity with a average HilbertSchmidt fidelity better than 0.998 [106, 42, 43]. The final measurement of probabilities are carried out by diagonal tomography. It involved dephasing all the coherences using a strong pulsed field gradient followed by a $\pi / 30$ detection pulse. The intensities of the resulting spectral lines yielded a traceless diagonal density matrix $d_{i i}$, which was normalized by theoretical deviation density matrix and a trace is introduced by adding the identity matrix to the normalized deviation matrix such that they both have the same root mean square value $\sqrt{\sum_{i} d_{i i}^{2}}$. As described in Fig. 4.2b, two sets of experiments were performed, one with CNOT and the other with anti-CNOT. We extracted $P(0, q)(q=\{0,1\})$ from the


Figure 4.5: The lines indicate the theoretical joint probabilities (a) $P\left(q_{1}, q_{2}\right)_{\mathrm{t} h}$ and (b) $P\left(q_{1}, q_{3}\right)_{\mathrm{t} h}$, and the symbols indicate the mean experimental probabilities (a) $P\left(q_{1}, q_{2}\right)$ and (b) $P\left(q_{1}, q_{3}\right)$ obtained by the INRM procedure.

CNOT set, and $P(1, q)$ from the anti-CNOT set. The probabilities thus obtained by INRM procedure are plotted in Fig. 4.5. These sets of experiments also allow us to compare the results from (i) only CNOT, (ii) only anti-CNOT, and (iii) INRM procedures. The joint entropies were calculated in each case using the experimental probabilities and the information deficit (in bits) was calculated using the expression $D_{3}=2 H\left(Q_{2} \mid Q_{1}\right)-H\left(Q_{3} \mid Q_{1}\right)$. The theoretical and experimental values of $D_{3}$ for various rotation angles $\theta$ are shown in Fig. 4.6. We find a general agreement between the mean experimental $D_{3}$ values with that of the quantum theory. The error bars indicate the standard deviations obtained by a series of independent measurements. According to quantum theory, a maximum violation of $D_{3}=-0.134$ should occur at $\theta=\pi / 4$. The experimental values of $D_{3}(\pi / 4)$ are $-0.141 \pm 0.005,-0.136 \pm 0.002$, and $-0.114 \pm 0.027$ for the CNOT, anti-CNOT, and INRM cases respectively. Thus in all the cases, we found a clear violation of ELGI.

### 4.1.5 Three-time Joint Probabilities

In the above, we have described extracting the two-time $\operatorname{JP} P\left(q_{i}, q_{j}\right)$ directly. However, it should also be possible to generate them as marginals $P^{\prime}\left(q_{i}, q_{j}\right)$ of three-time joint proba-


Figure 4.6: Information deficit $D_{3}$ versus $\theta$ obtained using (a), (b) CNOT; (c), (d) antiCNOT; and (e), (f) INRM procedure. The boxed areas in the left plots [(a), (c), (e)] are magnified in the right plots [(b), (d), (f)], respectively. The mean experimental D3 (in bits) values are shown as symbols. The curves indicate theoretical D3 (in bits). The horizontal lines at D3 $=0$ indicate the lower bounds of the macrorealism territories.
bilities:

$$
\begin{align*}
P^{\prime}\left(q_{1}, q_{2}\right) & =\sum_{q_{3}} P\left(q_{1}, q_{2}, q_{3}\right), \\
P^{\prime}\left(q_{2}, q_{3}\right) & =\sum_{q_{1}} P\left(q_{1}, q_{2}, q_{3}\right), \text { and } \\
P^{\prime}\left(q_{1}, q_{3}\right) & =\sum_{q_{2}} P\left(q_{1}, q_{2}, q_{3}\right) . \tag{4.10}
\end{align*}
$$

Now $P\left(q_{1}, q_{2}, q_{3}\right)$ can reproduce $P\left(q_{1}, q_{2}\right)$ and $P\left(q_{2}, q_{3}\right)$, i.e., $P^{\prime}\left(q_{1}, q_{2}\right)=P\left(q_{1}, q_{2}\right)$ and $P^{\prime}\left(q_{2}, q_{3}\right)=P\left(q_{2}, q_{3}\right)$. However, $P\left(q_{1}, q_{2}, q_{3}\right)$ can not reproduce $P\left(q_{1}, q_{3}\right)$, i.e., $P^{\prime}\left(q_{1}, q_{3}\right) \neq$ $P\left(q_{1}, q_{3}\right)$, in general. While for a macrorealistic world $P^{\prime}\left(q_{i}, q_{j}\right)=P\left(q_{i}, q_{j}\right)$ The above concept can be investigated experimentally by measuring the three-time JP, as described in Fig. 4.2c. Since this experiment requires measurements at three time instants, we need two ancilla qubits along with the system qubit. Here the first spin $\left(\mathrm{F}_{1}\right)$ is used as the


Figure 4.7: (a) Joint probabilities $P\left(q_{1}, q_{2}\right)$ and marginal probabilities $P^{\prime}\left(q_{1}, q_{2}\right)$, and (b) joint probabilities $P\left(q_{1}, q_{3}\right)$ and marginal probabilities $P^{\prime}\left(q_{1}, q_{3}\right)$. The lines correspond to theoretical values and the symbols are mean experimental values.
system qubit and the others $\left(\mathrm{F}_{2}\right.$ and $\left.\mathrm{F}_{3}\right)$ are chosen as the ancilla qubits shown in Fig. 4.4 d . The effective ${ }^{19} \mathrm{~F}$ transverse relaxation time constants $T_{2}^{*}$ were about 0.8 s and their longitudinal relaxation time constants were all longer than 6.3 s . The experiments were carried out at an ambient temperature of 300 K . The initialization involved evolution of an equilibrium deviation density matrix under the following sequence to prepare the state $\rho_{\text {in }}=\frac{1-\epsilon}{8} \mathbb{I}+\epsilon\left\{\frac{1}{2} \mathbb{I}_{S} \otimes|00\rangle\left\langle\left. 00\right|_{A}\right\}\right.$ as shown in Fig. 4.4e. Where $\epsilon \sim 10^{-5}$ is the purity factor
[38].

$$
\begin{gathered}
S_{1 z}+S_{2 z}+S_{3 z} \\
\downarrow \quad(\pi / 2)_{1 x}(\pi / 3)_{3 x}, \mathrm{PFG} \\
S_{z}^{2}+\frac{1}{2} S_{3 z} \\
\downarrow \quad(\pi / 4)_{2 x} \\
\frac{1}{\sqrt{2}} S_{2 z}-\frac{1}{\sqrt{2}} S_{2 y}+\frac{1}{2} S_{3 z} \\
\downarrow \quad 1 /\left(2 J_{23}\right) \\
\frac{1}{\sqrt{2}} S_{2 z}+\sqrt{2} S_{2 x} S_{3 z}+\frac{1}{2} S_{3 z} \\
\downarrow \quad(\pi / 4)_{-2 y}, \mathrm{PFG} \\
\frac{1}{2}\left(S_{2 z}+2 S_{2 z} S_{3 z}+S_{3 z}\right) .
\end{gathered}
$$

First the experimental three-time $\operatorname{JP} P\left(q_{1}, q_{2}, q_{3}\right)$ were obtained using the circuit Fig. 4.2c. Two-time MP $P^{\prime}\left(q_{i}, q_{j}\right)$ were obtained using Eqs. (7). Note that the circuits measuring higher order JP can also be used to retrieve lower order JP by selectively tracing out qubits. Therefore, two-time JP $P\left(q_{i}, q_{j}\right)$ were measured directly with the same circuit Fig. 4.2c; here the JP are completely stored in the ancilla qubits, and were obtained by tracing out the system qubit. The experimental results of $P\left(q_{1}, q_{2}\right)$ and $P^{\prime}\left(q_{2}, q_{3}\right)$ are shown in Fig. 4.7a. It is evident that the marginals agree quite well with the corresponding JP. Similarly experimental results of $P\left(q_{1}, q_{3}\right)$ and $P^{\prime}\left(q_{1}, q_{3}\right)$ are shown in Fig. 4.7b . These results show, in contrary to the macrorealistic theory, that the grand probability $P\left(q_{1}, q_{2}, q_{3}\right)$ can not reproduce all the two-time joint probabilities as the marginals. Therefore the grand probability is not legitimate in the quantum case, which is the fundamental reason for the violation of the ELGI by quantum systems [1]. It is interesting to note that even for those values of $\theta$ for which $D_{3}$ is positive, the three-time joint probability is illegitimate. Therefore, while the violation of the ELGI indicates the quantumness of the system, its satisfaction does not rule out the quantumness.

### 4.1.6 Conclusions

The entropic Leggett-Garg inequalities, imposes bounds on the statistical outcomes of temporal correlations of observables. I described an experimental study of the entropic Leggett-Garg inequality in nuclear spins using NMR techniques. We employed the recently described 'ideal negative result' procedure to noninvasively extract JP. Our results indicate the macrorealistic bound being violated by over four standard deviations, confirming the non-macrorealistic nature of the spin- $1 / 2$ particles. Quantum systems do not have legitimate joint probability distribution, which results in the violation of bounds setup for macrorealistic systems. We have experimentally measured the three-time JP and confirmed that it can not reproduce all the two-time JP.

One distinct feature of the entropic LGI is that, the dichotomic nature of observables assumed in the original formulation of LGI can be relaxed, thus allowing one to study the quantum behavior of higher dimensional systems such as spin $>1 / 2$ systems. This could be an interesting topic for future experimental investigations.

### 4.2 Retrieving joint probabilities by inversion of moments

### 4.2.1 Introduction

The issue of determining a probability distribution uniquely in terms of its moment sequence - known as classical moment problem - has been developed for more than 100 years [107, 108]. In the case of discrete distributions with the associated random variables taking finite values, moments faithfully capture the essence of the probabilities i.e., the probability distribution is moment determinate [109]. In the special case of classical random variables $X_{i}$ assuming dichotomic values $x_{i}= \pm 1$, it is easy to see that the sequence of moments.

$$
\begin{equation*}
\mu_{n_{1}, n_{2}, \cdots, n_{k}}=\left\langle X_{1}^{n_{1}} X_{2}^{n_{2}} \cdots X_{k}^{n_{k}}\right\rangle=\sum_{x_{1}, x_{2}, \cdots, x_{k}= \pm 1}\left\{x_{1}^{n_{1}}, x_{2}^{n_{2}}, \cdots, x_{k}^{n_{k}}\right\} P\left(x_{1}, x_{2}, \cdots, x_{k}\right) \tag{4.11}
\end{equation*}
$$

where $n_{1}, n_{2}, \cdots, n_{k}=0,1$, can be readily inverted to obtain the joint probabilities $P\left(x_{1}, x_{2}, \cdots, x_{k}\right)$ uniquely. More explicitly, the joint probabilities $P\left(x_{1}, x_{2}, \cdots, x_{k}\right)$ are given in terms of the $2^{k}$ moments $\mu_{n_{1}, n_{2}, \cdots, n_{k}}, n_{1}, n_{2}, \cdots n_{k}=0,1$ as,

$$
\begin{align*}
P\left(x_{1}, x_{2}, \cdots, x_{k}\right) & =\frac{1}{2^{k}} \sum_{n_{1}, \cdots, n_{k}=0,1} x_{1}^{n_{1}} x_{2}^{n_{2}} \cdots x_{k}^{n_{k}} \mu_{n_{1}, \cdots, n_{k}} \\
& =\frac{1}{2^{k}} \sum_{n_{1}, \cdots, n_{k}=0,1} x_{1}^{n_{1}} x_{2}^{n_{2}} \cdots x_{k}^{n_{k}}\left\langle X_{1}^{n_{1}} X_{2}^{n_{2}} \cdots X_{k}^{n_{k}}\right\rangle . \tag{4.12}
\end{align*}
$$

Does this feature prevail in the quantum scenario? This results in a negative answer as it is wellknown that the moments associated with measurement outcomes on spatially separated parties are not compatible with the joint probability distribution. This feature reflects itself in the violation of Bell inequalities. In this paper we investigate whether momentindeterminacy persists when we focus on sequential measurements on a single quantum system. We show that the discrete joint probabilities originating in the sequential measurement of a single qubit dichotomic observable $\hat{X}\left(t_{i}\right)=\hat{X}_{i}$ at different time intervals are not consistent with the ones reconstructed from the moments. More explicitly, considering sequential measurements of $\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}$, we reconstruct the trivariate joint probabilties $P_{\mu}\left(x_{1}, x_{2}, x_{3}\right)$ based on the set of eight moments $\left\{\left\langle\hat{X}_{1}\right\rangle,\left\langle\hat{X}_{2}\right\rangle,\left\langle\hat{X}_{3}\right\rangle,\left\langle\hat{X}_{1}, \hat{X}_{2}\right\rangle,\left\langle\hat{X}_{2}, \hat{X}_{3}\right\rangle,\left\langle\hat{X}_{1}, \hat{X}_{3}\right\rangle\right.$, $\left.\left\langle\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}\right\rangle\right\}$ and prove that they do not agree with the three-time joint probabilities (TTJP) $P_{d}\left(x_{1}, x_{2}, x_{3}\right)$ evaluated directly based on the correlation outcomes in the sequential measurement of all the three observables. Interestingly, the moments and TTJP can be independently extracted experimentally in NMR system - demonstrating the difference between moment inverted three time probabilities with the ones directly drawn from experiment, in agreement with theory. For obtaining TTJP directly we use the procedure of Ref. [110] and for extracting moments we extend the Moussa protocol [111] to a set of non-commutating observables. The specifics are given in the experimental section. Disagreement between moment inverted joint probabilities with the ones based on measurement outcomes in turn reflects the inherent inconsistency that the family of all marginal probabilities do not arise from the grand joint probabilities. The non-existence
of a legitimate grand joint probability distribution, consistent with the set of all pairwise marginals is attributed to be the common origin of a wide range of no-go theorems on non-contextuality, locality and macrorealism in the foundations of quantum theory $[112,94,113,114,115,89,1,116]$. Absence of a valid grand joint probability distribution in the sequential measurement on a single quantum system is brought out here in terms of its mismatch with moment sequence. I organize the chapter as follows. In subsec. 4.2.2, I begin with a discussion on moment inversion to obtain joint probabilities of three classical random variables assuming dichotomic values $\pm 1$. In subsec. 4.2.3, I report our study for the quantum scenario with the help of a specific example of sequential measurements of dichotomic observable at three different times on a spin- $1 / 2$ system. We have shown that the TTJP constructed from eight moments do not agree with those originated from the measurement outcomes. Subsec. 4.2.4 is devoted to report experimental results with NMR implementation on an ensemble of spin- $1 / 2$ nuclei, demonstrating that moment constructed TTJP do not agree with those directly extracted. Subsec. 4.2.5 has concluding remarks.

### 4.2.2 Reconstruction of joint probability of classical dichotomic random variables from moments

Let $X$ denote a dichotomic random variable with outcomes $x= \pm 1$. The moments associated with statistical outcomes involving the variable $X$ are given by $\mu_{n}=\left\langle X^{n}\right\rangle=$ $\sum_{x= \pm 1} x^{n} P(x), n=0,1,2,3, \cdots$, where $0 \leq P(x= \pm 1) \leq 1 ; \sum_{x= \pm 1} P(x)=1$ are the corresponding probabilities. Given the moments $\mu_{0}$ and $\mu_{1}$ from a statistical trial, one can readily obtain the probability mass function:

$$
\begin{align*}
P(1) & =\frac{1}{2}\left(\mu_{0}+\mu_{1}\right)=\frac{1}{2}\left(1+\mu_{1}\right),  \tag{4.13}\\
P(-1) & =\frac{1}{2}\left(\mu_{0}-\mu_{1}\right)=\frac{1}{2}\left(1-\mu_{1}\right) \tag{4.14}
\end{align*}
$$

i.e., moments determine the probabilities uniquely. In the case of two dichotomic random variables $X_{1}, X_{2}$, the moments $\mu_{n_{1}, n_{2}}=\left\langle X_{1}^{n_{1}} X_{2}^{n_{2}}\right\rangle=\sum_{x_{1}= \pm 1, x_{2}= \pm 1} x_{1}^{n_{1}} x_{2}^{n_{2}} P\left(x_{1}, x_{2}\right)$ where $n_{1}, n_{2}=0,1 \cdots$ encode the bivariate probabilities $P\left(x_{1}, x_{2}\right)$. Explicitly,

$$
\begin{align*}
\mu_{00} & =\sum_{x_{1}, x_{2}= \pm 1} P\left(x_{1}, x_{2}\right)=P(1,1)+P(1,-1)+P(-1,1)+P(-1,-1)=1, \\
\mu_{10} & =\sum_{x_{1}, x_{2}= \pm 1} x_{1} P\left(x_{1}, x_{2}\right)=\sum_{x_{1}= \pm 1} x_{1} P\left(x_{1}\right) \\
& =P(1,1)+P(1,-1)-P(-1,1)-P(-1,-1), \\
\mu_{01} & =\sum_{x_{1}, x_{2}= \pm 1} x_{2} P\left(x_{1}, x_{2}\right)=\sum_{x_{2}} x_{2} P\left(x_{2}\right) \\
& =P(1,1)-P(1,-1)+P(-1,1)-P(-1,-1), \\
\mu_{11} & =\sum_{x_{1}, x_{2}= \pm 1} x_{1} x_{2} P\left(x_{1}, x_{2}\right)=P(1,1)-P(1,-1)-P(-1,1)+P(-1,-1) . \tag{4.15}
\end{align*}
$$

Note that the moments $\mu_{10}, \mu_{01}$ involve the MP $P\left(x_{1}\right)=\sum_{x_{2}= \pm 1} P\left(x_{1}, x_{2}\right), P\left(x_{2}\right)=\sum_{x_{1}= \pm 1} P\left(x_{1}, x_{2}\right)$ respectively and they could be evaluated based on statistical trials drawn independently from the two random variables $X_{1}$ and $X_{2}$. Given the moments $\mu_{00}, \mu_{10}, \mu_{01}, \mu_{11}$ the reconstruction of the probabilities $P\left(x_{1}, x_{2}\right)$ is straightforward:

$$
\begin{align*}
P\left(x_{1}, x_{2}\right) & =\frac{1}{4} \sum_{n_{1}, n_{2}=0,1} x_{1}^{n_{1}} x_{2}^{n_{2}} \mu_{n_{1}, n_{2}} \\
& =\frac{1}{4} \sum_{n_{1}, n_{2}=0,1}\left\langle X_{1}^{n_{1}} X_{2}^{n_{2}}\right\rangle . \tag{4.16}
\end{align*}
$$

Further, a reconstruction of trivariate JP $P\left(x_{1}, x_{2}, x_{3}\right)$ requires the following set of eight moments: $\left\{\mu_{000}=1, \mu_{100}=\left\langle X_{1}\right\rangle, \mu_{010}=\left\langle X_{2}\right\rangle, \mu_{001}=\left\langle X_{3}\right\rangle, \mu_{110}=\left\langle X_{1}, X_{2}\right\rangle, \mu_{011}=\right.$ $\left.\left\langle X_{2}, X_{3}\right\rangle, \mu_{101}=\left\langle X_{1}, X_{3}\right\rangle, \mu_{111}=\left\langle X_{1}, X_{2}, X_{3}\right\rangle\right\rangle$. The probabilities are retrieved faithfully in terms of the eight moments as,

$$
\begin{align*}
P\left(x_{1}, x_{2}, x_{3}\right) & =\frac{1}{8} \sum_{n_{1}, n_{2}, n_{3}=0,1} x_{1}^{n_{1}} x_{2}^{n_{2}} x_{3}^{n_{3}} \mu_{n_{1}, n_{2}, n_{3}} \\
& =\frac{1}{8} \sum_{n_{1}, n_{2}, n_{3}=0,1} x_{1}^{n_{1}} x_{2}^{n_{2}} x_{3}^{n_{3}}\left\langle X_{1}^{n_{1}} X_{2}^{n_{2}} X_{3}^{n_{3}}\right\rangle . \tag{4.17}
\end{align*}
$$

It is implicit that the moments $\mu_{100}, \mu_{010}, \mu_{001}$ are determined through independent statistical trials involving the random variables $X_{1}, X_{2}, X_{3}$ separately; $\mu_{110}, \mu_{011}, \mu_{101}$ are obtained
based on the correlation outcomes of $\left(X_{1}, X_{2}\right),\left(X_{2}, X_{3}\right)$, and ( $X_{1}, X_{3}$ ) respectively. More specifically, in the classical probability setting there is a tacit underlying assumption that the set of all MP $P\left(x_{1}\right), P\left(x_{2}\right), P\left(x_{3}\right), P\left(x_{1}, x_{2}\right), P\left(x_{2}, x_{3}\right), \operatorname{andP}\left(x_{1}, x_{3}\right)$ are consistent with the trivariate JP $P\left(x_{1}, x_{2}, x_{3}\right)$. This underpinning does not get imprinted automatically in the quantum scenario. Suppose the observables $\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}$ are non-commuting and we consider their sequential measurement. The moments $\mu_{100}=\left\langle\hat{X}_{1}\right\rangle, \mu_{010}=\left\langle\hat{X}_{2}\right\rangle, \mu_{001}=$ $\left\langle\hat{X}_{3}\right\rangle$ may be evaluated from the measurement outcomes of dichotomic observables $\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}$ independently; the correlated statistical outcomes in the sequential measurements of ( $\hat{X}_{1}, \hat{X}_{2}$ ), $\left(\hat{X}_{2}, \hat{X}_{3}\right)$ and ( $\hat{X}_{1}, \hat{X}_{3}$ ) allow one to extract the set of moments $\mu_{110}=\left\langle\hat{X}_{1} \hat{X}_{2}\right\rangle, \mu_{011}=$ $\left\langle\hat{X}_{2} \hat{X}_{3}\right\rangle, \mu_{101}=\left\langle\hat{X}_{1} \hat{X}_{3}\right\rangle$; further the moment $\mu_{111}=\left\langle\hat{X}_{1} \hat{X}_{2} \hat{X}_{3}\right\rangle$ is evaluated based on the correlation outcomes when all the three observables are measured sequentially. The JP $P_{\mu}\left(x_{1}, x_{2}, x_{3}\right)$ retrieved from the moments as given in (4.17) differ from the ones evaluated directly in terms of the correlation outcomes in the sequential measurement of all the three observables. We illustrate this inconsistency appearing in the quantum setting in the next section.

### 4.2.3 Quantum three-time JP and moment inversion

Let us consider a spin- $1 / 2$ system, dynamical evolution of which is governed by the Hamiltonian

$$
\begin{equation*}
\hat{H}=\frac{1}{2} \hbar \omega \sigma_{x} . \tag{4.18}
\end{equation*}
$$

We choose z-component of spin as our dynamical observable:

$$
\begin{align*}
\hat{X}_{i} & =\hat{X}\left(t_{i}\right)=\sigma_{z}^{\prime}\left(t_{i}\right) \\
& =\hat{U}^{\dagger}\left(t_{i}\right) \sigma_{z} \hat{U}\left(t_{i}\right) \\
& =\sigma_{z} \cos \omega t_{i}+\sigma_{y} \sin \omega t_{i} . \tag{4.19}
\end{align*}
$$

where $\hat{U}\left(t_{i}\right)=e^{-i \sigma_{x} \omega t_{i} / 2}=\hat{U}_{i}$ and consider sequential measurements of the observable $\hat{X}_{i}$ at three different times $t_{1}=0, t_{2}=\Delta t$, and $t_{3}=2 \Delta t$ :

$$
\begin{align*}
& \hat{X}_{1}=\sigma_{z} \\
& \hat{X}_{2}=\sigma_{z}^{\prime}(\Delta t)=\sigma_{z} \cos (\omega \Delta t)+\sigma_{y} \sin (\omega \Delta t) \\
& \hat{X}_{3}=\sigma_{z}^{\prime}(2 \Delta t)=\sigma_{z} \cos (2 \omega \Delta t)+\sigma_{y} \sin (2 \omega \Delta t) \tag{4.20}
\end{align*}
$$

Note that these three operators are not commuting in general.
The moments $\left\langle\hat{X}_{1}\right\rangle,\left\langle\hat{X}_{2}\right\rangle,\left\langle\hat{X}_{3}\right\rangle$ are readily evaluated to be

$$
\begin{align*}
\mu_{100} & =\left\langle\hat{X}_{1}\right\rangle=\operatorname{Tr}\left[\hat{\rho}_{\mathrm{in}} \sigma_{z}\right]=0,  \tag{4.21}\\
\mu_{010} & =\left\langle\hat{X}_{2}\right\rangle=\operatorname{Tr}\left[\hat{\rho}_{\mathrm{in}} \sigma_{z}^{\prime}(\Delta t)\right]=0,  \tag{4.22}\\
\mu_{001} & =\left\langle\hat{X}_{3}\right\rangle=\operatorname{Tr}\left[\hat{\rho}_{\mathrm{in}} \sigma_{z}^{\prime}(2 \Delta t)\right]=0 . \tag{4.23}
\end{align*}
$$

when the system density matrix is prepared initially in a maximally mixed state $\hat{\rho}_{\text {in }}=\mathbb{I} / 2$. The probabilities of outcomes $x_{i}= \pm 1$ in the completely random initial state are given by $P\left(x_{i}= \pm 1\right)=\operatorname{Tr}\left[\hat{\rho}_{\text {in }} \hat{\Pi}_{x_{i}}\right]=\frac{1}{2}$, where $\hat{\Pi}_{x_{i}}=\left|x_{i}\right\rangle\left\langle x_{i}\right|$ is the projection operator corresponding to measurement of the observable $\hat{X}_{i}$.

The two-time JP arising in the sequential measurements of the observables $\hat{X}_{i}, \hat{X}_{j}$, for $j>$ $i$ are evaluated as follows. The measurement of the observable $\hat{X}_{i}$ yielding the outcome $x_{i}= \pm 1$ projects the density operator to $\hat{\rho}_{x_{i}}=\frac{\hat{\Pi}_{i x} \hat{\rho}_{\mathrm{p}} \hat{\Pi}_{x_{i}}}{\operatorname{Tr}\left[\hat{\rho}_{\mathrm{in}} \hat{\Lambda}_{x_{i}}\right.}$. Further, a sequential measurement of $\hat{X}_{j}$ leads to the two-time JP as,

$$
\begin{align*}
P\left(x_{i}, x_{j}\right) & =P\left(x_{i}\right) P\left(x_{j} \mid x_{i}\right) \\
& =\operatorname{Tr}\left[\hat{\rho}_{\text {in }} \hat{\Pi}_{x_{i}}\right] \operatorname{Tr}\left[\hat{\rho}_{x_{i}} \hat{\Pi}_{x_{j}}\right] \\
& =\operatorname{Tr}\left[\hat{\Pi}_{x_{i}} \hat{\rho}_{\text {in }} \hat{\Pi}_{x_{i}} \hat{\Pi}_{x_{j}}\right] \\
& =\left\langle x_{i}\right| \hat{\rho}_{\text {in }}\left|x_{i}\right\rangle\left\langle\left.\left\langle x_{i} \mid x_{j}\right\rangle\right|^{2} .\right. \tag{4.24}
\end{align*}
$$

We evaluate the two-time JP associated with the sequential measurements of ( $\hat{X}_{1}, \hat{X}_{2}$ ),
( $\hat{X}_{2}, \hat{X}_{3}$ ), and ( $\hat{X}_{1}, \hat{X}_{3}$ ) explicitly:

$$
\begin{align*}
& P\left(x_{1}, x_{2}\right)=\frac{1}{4}\left[1+x_{1} x_{2} \cos (\omega \Delta t)\right]  \tag{4.25}\\
& P\left(x_{2}, x_{3}\right)=\frac{1}{4}\left[1+x_{2} x_{3} \cos (\omega \Delta t)\right]  \tag{4.26}\\
& P\left(x_{1}, x_{3}\right)=\frac{1}{4}\left[1+x_{1} x_{3} \cos (2 \omega \Delta t)\right] . \tag{4.27}
\end{align*}
$$

We then obtain two-time correlation moments as,

$$
\begin{align*}
\mu_{110}=\left\langle\hat{X}_{1} \hat{X}_{2}\right\rangle & =\sum_{x_{1}, x_{2} \pm \pm 1} x_{1} x_{2} P\left(x_{1}, x_{2}\right) \\
& \left.=\frac{1}{2} \cos (\omega \Delta t)\right],  \tag{4.28}\\
\mu_{011}=\left\langle\hat{X}_{2} \hat{X}_{3}\right\rangle & =\sum_{x_{2}, x_{3}= \pm 1} x_{2} x_{3} P\left(x_{2}, x_{3}\right) \\
& \left.=\frac{1}{2} \cos (\omega \Delta t)\right],  \tag{4.29}\\
\mu_{101}=\left\langle\hat{X}_{1} \hat{X}_{3}\right\rangle & =\sum_{x_{1}, x_{3}= \pm 1} x_{1} x_{3} P\left(x_{1}, x_{3}\right) \\
& \left.=\frac{1}{2} \cos (2 \omega \Delta t)\right] . \tag{4.30}
\end{align*}
$$

Further, the three-time JP $P\left(x_{1}, x_{2}, x_{3}\right)$ arising in the sequential measurements of $\hat{X}_{1}, \hat{X}_{2}$ followed by $\hat{X}_{3}$ are given by

$$
\begin{align*}
P\left(x_{1}, x_{2}, x_{3}\right) & =P\left(x_{1}\right) P\left(x_{2} \mid x_{1}\right) P\left(x_{3} \mid x_{1}, x_{2}\right) \\
& =\operatorname{Tr}\left[\hat{\rho}_{\text {in }} \hat{\Pi}_{x_{1}}\right] \operatorname{Tr}\left[\hat{\rho}_{x_{1}} \hat{\Pi}_{x_{2}}\right] \operatorname{Tr}\left[\hat{\rho}_{x_{2}} \hat{\Pi}_{x_{3}}\right] \tag{4.31}
\end{align*}
$$

where $\hat{\rho}_{x_{2}}=\frac{\hat{\Pi}_{x_{2}}, \hat{\rho}_{x_{1}}, \hat{\Pi}_{x_{2}}}{\operatorname{Tr}_{1}\left[\hat{\rho}_{1}, \hat{\Pi}_{x_{2}}\right]}$. We obtain,

$$
\begin{align*}
P\left(x_{1}, x_{2}, x_{3}\right) & =\operatorname{Tr}\left[\hat{\Pi}_{x_{2}} \hat{\Pi}_{x_{1}} \hat{\rho}_{\text {in }} \hat{\Pi}_{x_{1}} \hat{\Pi}_{x_{2}} \hat{\Pi}_{x_{3}}\right] \\
& =\left.\left\langle x_{1}\right| \hat{\rho}_{\text {in }}\left|x_{1}\right\rangle\left\langle\left.\left\langle x_{1} \mid x_{2}\right\rangle\right|^{2}\right|\left\langle x_{2} \mid x_{3}\right\rangle\right|^{2} \\
& =\frac{P\left(x_{1}, x_{2}\right) P\left(x_{2}, x_{3}\right)}{\left\langle x_{2} \hat{\rho}_{\text {in }} \mid x_{2}\right\rangle} \\
& =\frac{P\left(x_{1}, x_{2}\right) P\left(x_{2}, x_{3}\right)}{P\left(x_{2}\right)}, \tag{4.32}
\end{align*}
$$

where in the third line of (4.32) we have used (4.24). The three-time correlation moment is evaluated to be,

$$
\begin{align*}
\mu_{111}=\left\langle\hat{X}_{1} \hat{X}_{2} \hat{X}_{3}\right\rangle & =\sum_{x_{1}, x_{2}, x_{3}= \pm 1} x_{1} x_{2} x_{3} P\left(x_{1}, x_{2}, x_{3}\right) \\
& =0 . \tag{4.33}
\end{align*}
$$

From the set of eight moments (4.21), (4.28) and (4.33), we construct the TTJP (see (4.17) as,

$$
\begin{align*}
P_{\mu}(1,1,1) & =\frac{1}{8}[1+2 \cos (\omega \Delta t)+\cos (2 \omega \Delta t)]=P_{\mu}(-1,-1,-1) \\
P_{\mu}(-1,1,1) & =\frac{1}{8}[1-\cos (2 \omega \Delta t)]=P_{\mu}(-1,-1,1)=P_{\mu}(1,1,-1)=P_{\mu}(1,-1,-1) \\
P_{\mu}(1,-1,1) & =\frac{1}{8}[1-2 \cos (\omega \Delta t)+\cos (2 \omega \Delta t)]=P_{\mu}(-1,1,-1) \tag{4.34}
\end{align*}
$$

On the other hand, the three dichotomic variable quantum probabilities $P\left(x_{1}, x_{2}, x_{3}\right)$ evaluated directly are given by,

$$
\begin{align*}
P_{d}(1,1,1) & =\frac{1}{8}[1+\cos (\omega \Delta t)]^{2}=P_{d}(-1,-1,-1) \\
P_{d}(-1,1,1) & =\frac{1}{8}\left[1-\cos ^{2}(\omega \Delta t)\right]=P_{d}(-1,-1,1)=P_{d}(1,1,-1)=P_{d}(1,-1,-1) \\
P_{d}(1,-1,1) & =\frac{1}{8}[1-\cos (\omega \Delta t)]^{2}=P_{d}(-1,1,-1) \tag{4.35}
\end{align*}
$$

Clearly, there is no agreement between the moment inverted TTJP (4.34) and the ones of (4.35) directly evaluated. In other words, the TTJP realized in a sequential measurement
are not invertible in terms of the moments which in turn reflects the incompatibility of the set of all MP with the grand $\operatorname{JP} P_{d}\left(x_{1}, x_{2}, x_{3}\right)$. In fact, it may be explicitly verified that $P\left(x_{1}, x_{3}\right) \neq \sum_{x_{2}= \pm 1} P_{d}\left(x_{1}, x_{2}, x_{3}\right)$. Moment-indeterminacy points towards the absence of a valid grand probability distribution consistent with all the marginals.

The TTJP and moments can be independently extracted experimentally using NMR methods on an ensemble of spin- $1 / 2$ nuclei. The experimental approach and results are reported in the next section.

### 4.2.4 Experiment

The projection operators at time $t=0\left(\hat{X}_{1}=\sigma_{z}\right)$ are $\left\{\hat{\Pi}_{x_{i}^{0}}=\left|x_{i}^{0}\right\rangle\left\langle x_{i}^{0}\right|\right\}_{x_{i}^{0}=0,1}$. This measurement basis is rotating under the unitary $\hat{U}_{i}$, resulting in time dependent basis given by, $\hat{\Pi}_{x_{i}^{f}}=\hat{U}_{i}^{\dagger} \hat{\Pi}_{x_{i}^{0}} \hat{U}_{i}$. While doing experiments it is convenient to perform the measurement in the computational basis as compared to the time dependent basis. This can be done as follows: We can expand the measurement on an instantaneous state $\rho\left(t_{i}\right)$ as, $\hat{\Pi}_{x_{i}^{\prime}} \hat{\rho}\left(t_{i}\right) \hat{\Pi}_{x_{i}^{t}}=\hat{U}_{i}^{\dagger} \hat{\Pi}_{x_{i}^{0}}\left(\hat{U}_{i} \hat{\rho}\left(t_{i}\right) \hat{U}_{i}^{\dagger}\right) \Pi_{x_{i}^{0}} U_{i}$. Thus, measuring in time dependent basis is equivalent to evolving the state under the unitary $\hat{U}_{i}$, followed by measuring in the computational basis and lastly evolving under the unitary $\hat{U}_{i}^{\dagger}$. As explained before, the JP were measured using the circuit shown in Fig. 4.2c. Circuit shown in Fig. 4.2c has two controlled gates for encoding the outcomes of first and second measurements on to the first and second ancilla qubits respectively. A set of four experiments are to be performed, with following arrangement of first and second controlled gates for measurement of the TTJP: (i) CNOT; CNOT, (ii) anti-CNOT; CNOT, (iii) CNOT; anti-CNOT, and (iv) antiCNOT; anti-CNOT. The propagators $\hat{U}_{i}=e^{-i \sigma_{x} \omega t_{i} / 2}$ is realized by the cascade $H \hat{U}_{d} H$, where $H$ is the Hadamard gate, and the delay propagator $\hat{U}_{d}=e^{-i \sigma_{z} \omega t_{i} / 2}$ corresponds to the z-precession of the system qubit at $\omega=2 \pi 100 \mathrm{rad} / \mathrm{s}$ resonance off-set. The diagonal tomography was performed at the end to determine the probabilities [110]. The experimental profile shown in Fig. 4.10 was obtained by varying $\Delta t$ such that $\theta=\omega \Delta t \in[0, \pi]$. The three qubits were provided by the three ${ }^{19} \mathrm{~F}$ nuclear spins of trifluoroiodoethylene dissolved in acetone-D6. The structure of the molecule is shown in Fig. 4.4c and the chemical shifts and the scalar coupling values (in Hz ) in Fig. 4.4d. The effective ${ }^{19} \mathrm{~F}$
spin-lattice $\left(\mathrm{T}_{2}^{*}\right)$ and spin-spin $\left(\mathrm{T}_{1}\right)$ relaxation time constants were about 0.8 s and 6.3 s respectively. The experiments were carried out at an ambient temperature of 290 K on a 500 MHz Bruker UltraShield NMR spectrometer. The first spin $\left(\mathrm{F}_{1}\right)$ is used as the system qubit and, other spins $\left(\mathrm{F}_{2}\right.$ and $\left.\mathrm{F}_{3}\right)$ as the ancilla qubits. Initialization involved preparing the state, $\frac{1-\epsilon}{8} \mathbb{I}+\epsilon\left\{\frac{I}{2} \mathbb{I}_{S} \otimes|00\rangle\left\langle\left. 00\right|_{A}\right\}\right.$ where $\epsilon \sim 10^{-5}$ is the purity factor [117]. The pulse sequence to prepare this state from the equilibrium state is shown in Fig. 4.4(e). All pulses were numerically optimized using the GRAPE technique [43] and had fidelities better than 0.999 . With our choice of measurement model (Fig. 4.2c) we find a striking agreement with theoretical results on TTJP (4.35) . Our measurement scheme provides an optimal procedure to preserve the state information, thus resulting in an excellent agreement of experimental results on TTJP with theoretical prediction (see Fig. 4.10).

For calculating the moments we utilize the Moussa protocol [111], which requires only two spins in our case. We utilize $F_{1}$ as the system and $F_{2}$ as the ancilla qubit. $F_{3}$ was decoupled using $\pi$ pulses and the initialization involved preparing the state, $\frac{1-\epsilon}{8} \mathbb{I}+$ $\epsilon\left\{\frac{1}{2} \mathbb{I}_{S} \otimes|+\rangle\left\langle+\left.\right|_{A} \otimes \mid 0\right\rangle\langle 0|\right\}$, which is obtained by applying the Hadamard gate to $\mathrm{F}_{2}$ after the pulse sequence shown in Fig. 4.4c. The circuit for measuring moments by Moussa


Figure 4.8: Moussa Protocol for obtaining the 3-time correlated moments. One and two time moments can be calculated using the appropriate number of controlled gates.


Figure 4.9: Moments obtained experimentally from Moussa Protocol. The symbols represent experimentally obtained values of the indicated moments with the solid lines showing the corresponding theoretical values. Here $\theta=\omega \Delta t$.
protocol is shown in Fig. 4.8 and it proceeds as follows,

$$
\begin{gathered}
\hat{\rho} \otimes|+\rangle\langle+| \\
\downarrow c \hat{X}_{1} \\
\hat{\rho} \hat{X}_{1}^{\dagger} \otimes|0\rangle\langle 1|+\hat{X}_{1} \hat{\rho} \otimes|1\rangle\langle 0|+ \\
\hat{\rho} \otimes|0\rangle\langle 0|+\hat{X}_{1} \hat{\rho} \hat{X}_{1}^{\dagger} \otimes|1\rangle\langle 1| \\
\downarrow c \hat{X}_{2} \\
\hat{\rho} \hat{X}_{1}^{\dagger} \hat{X}_{2}^{\dagger} \otimes|0\rangle\langle 1|+\hat{X}_{2} \hat{X}_{1} \hat{\rho} \otimes|1\rangle\langle 0|+ \\
\hat{\rho} \otimes|0\rangle\langle 0|+\hat{X}_{2} \hat{X}_{1} \rho \hat{X}_{1}^{\dagger} \hat{X}_{2}^{\dagger} \otimes|1\rangle\langle 1| \\
\downarrow c \hat{X}_{3} \\
\hat{\rho} \hat{X}_{1}^{\dagger} \hat{X}_{2}^{\dagger} \hat{X}_{3}^{\dagger} \otimes|0\rangle\langle 1|+\hat{X}_{3} \hat{X}_{2} \hat{X}_{1} \hat{\rho} \otimes|1\rangle\langle 0|+ \\
\hat{\rho} \otimes|0\rangle\langle 0|+\hat{X}_{3} \hat{X}_{2} \hat{X}_{1} \hat{\rho} \hat{X}_{1}^{\dagger} \hat{X}_{2}^{\dagger} \hat{X}_{3}^{\dagger} \otimes|1\rangle\langle 1|,
\end{gathered}
$$

where, $\mathrm{c} \hat{\mathrm{X}}_{\mathrm{i}}$ represents the controlled gates and $\hat{\rho}$ is the initial state of the system. The state of the ancilla qubit $\left(\hat{\rho}_{a}\right)$ at the end of the circuit is given by,

$$
\begin{aligned}
\hat{\rho}_{a}= & |0\rangle\langle 1| \operatorname{Tr}\left(\hat{\rho} \hat{X}_{1}^{\dagger} \hat{X}_{2}^{\dagger} \hat{X}_{3}^{\dagger}\right)+|1\rangle\langle 0| \operatorname{Tr}\left(\hat{X}_{3} \hat{X}_{2} \hat{X}_{1} \hat{\rho}\right) \\
& +|0\rangle\langle 0| \operatorname{Tr}(\hat{\rho})+|1\rangle\langle 1| \operatorname{Tr}\left(\hat{X}_{3} \hat{X}_{2} \hat{X}_{1} \hat{\rho} \hat{X}_{1}^{\dagger} \hat{X}_{2}^{\dagger} \hat{X}_{3}^{\dagger}\right) .
\end{aligned}
$$



Figure 4.10: Three-time JP (TTJP): The solid curves represent the probabilities measured directly and the dashed curve the probabilities obtained by inverting the moments. The symbols represents the experimental data. The mismatch between the directly measured and the inverted moments indicate the illegitimacy of the grand probability distribution.

Moussa protocol was originally proposed for commuting observables, however, it can be easily extended to non-commuting observables. The NMR measurements correspond to the expectation values of spin angular momentum operators $I_{x}$ or $I_{y}[34]$. The measurement of the $I_{x}$ for ancilla qubit at the end of the circuit gives:

$$
\begin{equation*}
\operatorname{Tr}\left[\hat{\rho}_{a} I_{x}\right]=\operatorname{Tr}\left[\hat{X}_{3} \hat{X}_{2} \hat{X}_{1} \hat{\rho}\right] / 2+\operatorname{Tr}\left[\hat{\rho} \hat{X}_{1}^{\dagger} \hat{X}_{2}^{\dagger} \hat{X}_{3}^{\dagger}\right] / 2 \tag{4.36}
\end{equation*}
$$

If, $\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}$ commute, then the above expression gives $\operatorname{Tr}\left[\hat{\rho} \hat{X}_{1} \hat{X}_{2} \hat{X}_{3}\right]$. In case of noncommuting hermitian observables, we also measure expectation value of $I_{y}$, which gives :

$$
\begin{equation*}
i \operatorname{Tr}\left[\rho_{a} I_{y}\right]=\operatorname{Tr}\left[\hat{X}_{3} \hat{X}_{2} \hat{X}_{1} \hat{\rho}\right] / 2-\operatorname{Tr}\left[\hat{\rho} \hat{X}_{1}^{\dagger} \hat{X}_{2}^{\dagger} \hat{X}_{3}^{\dagger}\right] / 2 . \tag{4.37}
\end{equation*}
$$

From (4.36) and (4.37) we can calculate $\operatorname{Tr}\left[\hat{\rho} \hat{X}_{1} \hat{X}_{2} \hat{X}_{3}\right] \equiv\left\langle\hat{X}_{1} \hat{X}_{2} \hat{X}_{3}\right\rangle$ for the 3-measurement case. Hence, by using the different number of controlled gates in appropriate order we can calculate all the moments. The experimentally obtained moments for various values $\theta=\omega \Delta t \in[0, \pi]$ are shown in Fig. 4.9. These experimentally obtained moments are inverted according to Eq. (4.17) to calculate the TTJP and are plotted along with the directly obtained TTJP using circuit shown in Fig. 4.4 c as symbols in Fig. 4.10. The
theoretical values for TTJP from moments and the one directly obtained are plotted as solid and dashed lines respectively. The results agree with the predictions of Eqs. (4.34) and (4.35) that the TTJP obtained directly and the one obtained from the inversion of moments do not agree.

### 4.2.5 Conclusion

In classical probability theory, statistical moments associated with dichotomic random variables determine the probabilities uniquely. When the same issue is explored in the quantum context - with random variables replaced by Hermitian observables (which are in general non-commuting) and the statistical outcomes of observables in sequential measurements are considered - it is shown that the JP do not agree with the ones inverted from the moments. This is explicitly illustrated by considering sequential measurements of a dynamical variable at three different times in the specific example of a spin- $1 / 2$ system. An experimental investigation based on NMR methods, where moments and the JP are extracted independently, demonstrates the moment indeterminacy of probabilities, concordant with theoretical observations.

The failure to revert joint probability distribution from its moments points towards its inherent incompatibility with the family of all marginals. In turn, the moment indeterminacy reveals the absence of a legitimate joint probability distribution compatible with the set of all marginal distributions is the root cause behind various no go theorems like Bell theorem and Kochen-Specker theorem which supports the underlying randomness in quantum mechanics and puts constraints on various local hidden variable theories.

## Chapter 5

## Applications of NOON states

### 5.1 Introduction

The use of multiple-quantum coherences has several applications in NMR [118]. The NOON state in an N -spin system is the highest multiple quantum coherence i.e. for an N spin system it is $N^{\text {th }}$ quantum coherence which can be written in the form $(|00 \cdots 0\rangle+$ $|11 \cdots 1\rangle) / \sqrt{2}$. Such states have found several applications in optics and other fields [119, 120, 121]. Recently NMR NOON states have been used to sense ultra-weak magnetic fields [122]. The NOON state can be easily prepared in star-topology systems using CNOT and Hadamard gates as described in the later section. The NOON state has high sensitivity to phase encoding. In NMR, phase encoding can be achieved easily either by static fields or by RF fields. The former is used in the characterization of translational diffusion and the latter is used to characterize the RF inhomogeneities of the NMR probes. Here we describe the advantages of NOON state in both of these applications.

Driven by the internal thermal energy, the atoms or molecules in a bulk matter may exhibit random translational motion, which is termed as translational diffusion [123, 124]. The diffusion constant $(D)$ is described as the amount of a particular substance that diffuses across a unit area in unit time under the influence of a unit concentration gradient [123]. Here we describe the application of NOON state for measuring diffusion constant.

The strength of NMR over other spectroscopy techniques is in the excellent control over quantum dynamics [35]. Coherent control of nuclear spins is achieved by a calibrated set of radio frequency pulses. Achieving high-fidelity quantum control in practice is however limited by radio frequency inhomogeneity (RFI) over the sample volume. RFI characterization is important not only for conventional NMR experiments, but also for designing robust and high-fidelity quantum gates for quantum information studies [42]. In MRI, RFI characterization can help to understand certain image distortions and to correct them [125]. Here we describe a NOON state method to characterize RFI at high RF amplitudes. In §5.2, I describe the preparation of NOON states in star topology spin sys-
tems. §5.3 contains, the description of the measurement of diffusion using NOON state method, and the experimental results obtained on a ten-spin star-topology system. In §5.4 I describe the characterization of RF inhomogeneity (RFI) using NOON states. Finally I conclude in §5.5.

### 5.2 NOON state in a star-topology system

The NOON state of an N -qubit system is a superposition

$$
\begin{align*}
|N 00 N\rangle & =(|N, 0\rangle+|0, N\rangle) / \sqrt{2} \\
& =(|00 \cdots 0\rangle+|11 \cdots 1\rangle) / \sqrt{2}, \tag{5.1}
\end{align*}
$$

where $|N, 0\rangle$ is the state with $N$ qubits being $|0\rangle$ and 0 qubits being $|1\rangle$, and $|0, N\rangle$ is the state with 0 qubits being $|0\rangle$ and $N$ qubits being $|1\rangle$ [126]. The circuit (Fig. 5.1a) for preparing the NOON state consists of a Hadamard gate followed by a C-NOT gate [122] on a quantum register with a single 'control' qubit and a set of $(N-1)$ 'target' qubits initialized in $|00 \cdots 0\rangle$ state:

$$
\begin{align*}
&|00 \cdots 0\rangle \xrightarrow{\mathrm{H}} \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)|00 \cdots 0\rangle \\
& \xrightarrow{\mathrm{CNOT}^{8(N-1)}}  \tag{5.2}\\
& \sqrt{2} \\
&(|00 \cdots 0\rangle+|11 \cdots 1\rangle)=|N 00 N\rangle .
\end{align*}
$$

A star-topology spin system $\mathrm{AM}_{N-1}$ consisting of a single spin A coupled to a set of $N$ - 1 magnetically equivalent spins M (see Fig. 5.1c). The star-topology allows parallel implementation of $N-1$ C-NOT gates. For the diffusion experiments, all the CNOT gates can be realized in parallel by just two pulses: $90_{x}^{M}-\frac{1}{2 J}-90_{y}^{M}$ as shown in Fig. 5.1b. In our experiments, it is unnecessary to begin with a pure $|00 \cdots 0\rangle$ state. We can start from the thermal equilibrium state at room temperature, and select the coherence pathway that passes through the NOON state. The coherence selection can be achieved rather conveniently with two PFGs, $G_{2}$ and $G_{3}=-g G_{2}$, where $g=\gamma_{\text {eff }} / \gamma_{A}$.
(a)

(c)
(b)



Figure 5.1: (a) Circuit for the measurement of diffusion constant using NOON state, (b) the corresponding NMR pulse sequence, and (c) a star-topology spin-system. Here $\Delta$ is the diffusion time, $G_{1}$ are diffusion gradients, and $G_{2}$ and $G_{3}$ are gradients which select out the NOON state. We have used INEPT sequence to transfer magnetization from the $M$ spins to the A spin. In this case, the pseudo-Hadamard gate is not necessary. In (b) second pulse of INEPT cancels with the first pulse of CNOT as shown by dotted lines.

### 5.3 Measurement of Diffusion constant

Diffusion constant of a liquid can be measured by NMR either with the help of relaxation studies or more conveniently using pulsed-field-gradients (PFGs) [127]. The standard method for measuring diffusion constant consists of two identical PFGs $\left(\mathrm{G}_{1}\right)$ separated by diffusion time $\Delta$ with a refocusing $\pi$ pulse in the middle $[128,129]$.

Due to the random molecular motion, each nuclei in the NMR sample acquires a different relative phase, leading to the decay of average Hahn-echo signal. Theoretically, the decay of this signal $S$ can be given as,

$$
\begin{equation*}
S\left(G_{1}\right) / S_{0}=\exp \left\{-\gamma^{2} G_{1}^{2} \delta^{2} D(\Delta-\delta / 3)\right\} \tag{5.3}
\end{equation*}
$$

where $D$ is the diffusion constant, $S_{0}=S(0)$ is the normalization factor, and $-\delta / 3$ is the correction to $\Delta$ due to the finite durations $\delta$ of the PFGs [130]. Thus the diffusion constant $D$ can be extracted by systematically varying the strength of the PFGs, $G_{1}$, and fitting a Gaussian curve to the experimentally obtained echo intensities. Such PFG methods are widely used for the measurement of diffusion constants and already numerous improved sequences are available [130, 131, 132]. For example, long-lived singlet states have been used to study slow diffusion [133, 134], and single-scan measurement of diffusion has been realized by effectively z-coordinate dependent PFG strengths [135].

Although the NOON state method is a special form of the multiple-quantum diffusion experiments [136, 137, 138], the star-topology of the spin system, if available, provides a simple way to prepare the NOON states and to convert them back to single quantum coherences.

### 5.3.1 Diffusion constant via the NOON state

Under the $G_{1}-\pi-G_{1}$ sequence, a spin system in NOON state diffusing through a distance $d z$ acquires a net relative phase:

$$
\begin{align*}
& \frac{1}{\sqrt{2}}(|00 \cdots 0\rangle+|11 \cdots 1\rangle) \xrightarrow{G_{1}-\pi-G_{1}} \\
& \quad \frac{1}{\sqrt{2}}\left(|00 \cdots 0\rangle+e^{i d \phi}|11 \cdots 1\rangle\right) . \tag{5.4}
\end{align*}
$$

The relative phase acquired is $d \phi=\gamma_{\mathrm{eff}} d z G_{1} \delta$, where $\gamma_{\mathrm{eff}}=\left\{\gamma_{A}+(N-1) \gamma_{M}\right\}=g \gamma_{A}$. In the standard diffusion experiments with uncoupled spin $1 / 2$ particles, $N=0$ and $\gamma_{\text {eff }}$ reduces to $\gamma_{A}$. The larger the value of $g$, the more sensitive is the NOON state for phase encoding, and allows the study of diffusion with weaker PFGs and smaller durations ( $\Delta$ ) between them. This is the main advantage of using the NOON states. Since NOON state is a multiple quantum coherence, it is necessary to convert it back to single quantum coherence before detection. This conversion can efficiently be carried out using a second


Figure 5.2: (a) ${ }^{31} \mathrm{P}$ spectra of trimethylphosphite corresponding to single quantum excitation from thermal equilibrium (upper trace) and corresponding to the NOON state (lower trace). The molecular structure of trimethylphosphite is shown in the inset. Intensity of the echo signals as a function of the gradient strength $\mathrm{G}_{1}$ with (b) standard method and (c) the NOON state method. The dots represent the experimental data and the lines represent the linear fit.
set of CNOT gates:

$$
\begin{array}{r}
\frac{1}{\sqrt{2}}\left(|00 \cdots 0\rangle+e^{i d \phi}|11 \cdots 1\rangle\right) \xrightarrow{\mathrm{CNOT}{ }^{8(N-1)}} \\
\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i d \phi}|1\rangle\right)|00 \cdots 0\rangle . \tag{5.5}
\end{array}
$$

Thus the phase encoding due to the diffusion, i.e., $d \phi$ has been transfered to one transition of the control spin. In an ensemble of nuclei the above phase encoding results in the attenuation of the control transition. Diffusion constant can be measured by monitoring this attenuation as a function of the PFG strengths [130].

### 5.3.2 Diffusion Experiments

All the experiments are carried out at 300 K on a 500 MHz Bruker NMR spectrometer.
We have studied the diffusion of two samples using the standard method as well as the


Figure 5.3: (a) ${ }^{13} \mathrm{C}$ spectra of methyl carbon of Alanine corresponding to single quantum excitation from thermal equilibrium (lower trace), and after converting the NOON state into the single quantum coherence using CNOT gates without (middle trace) and with (top trace) subsequent ${ }^{1} \mathrm{H}$ decoupling. The peaks marked with asterisks correspond to different molecules and are to be ignored. Intensity of the echo signals as a function of the gradient strength $\mathrm{G}_{1}$ with (b) standard method and (c) the NOON state method. The dots represent the experimental data and the lines represent the linear fit.

NOON state method in each case.
First we used $100 \mu \mathrm{l}$ of trimethylphosphite $\left(\mathrm{P}\left(\mathrm{OCH}_{3}\right)_{3}\right.$ dissolved in $600 \mu \mathrm{l}$ DMSO-D6) as the star-topology system (Fig. 5.2a). Here each of the nine magnetically equivalent ${ }^{1} \mathrm{H}$ spins are coupled to the ${ }^{31} \mathrm{P}$ spin via indirect spin-spin interaction with a coupling constant of $J=11 \mathrm{~Hz}$ thus forming an $\mathrm{AM}_{9}$ spin system. The parameters and the results of single quantum and NOON state experiments are shown in Fig. 5.2b, Fig. 5.2c consecutively. The logarithms of normalized intensities obtained via diffusion experiments are plotted versus $G_{1}^{2}$ in Fig. 5.2. In case of single quantum experiment diffusion constant $D=$ $(6.24 \pm 0.06) 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}$ was obtained by applying a linear fit based on the expression 5.3. The NOON state diffusion experiments were carried out as described by the pulse sequence in Fig. 5.1b. After an initial INEPT transfer to enhance the ${ }^{31} \mathrm{P}$ polarization, the NOON state was prepared and at the end of the diffusion delay, it was converted back to
a single quantum coherence. To select the 10 -quantum coherence pathway, the PFGs $G_{2}$ and $G_{3}$ were adjusted such that $G_{3} / G_{2}=-g=-\left(\gamma_{P}+9 \gamma_{H}\right) / \gamma_{P}=-23.2$.

The results of the NOON state diffusion experiments are shown in Fig. 5.2b. Again a linear fit based on expression 5.3, with an effective gyromagnetic ratio $\gamma_{\mathrm{eff}}=\left(\gamma_{P}+9 \gamma_{H}\right)$ lead to the diffusion constant of $D=(6.2 \pm 0.25) 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}$, which is close to the value obtained from the single quantum method. It can be seen that, in the NOON state method, the diffusion delay is reduced by a factor of 16 and the duration $\delta$ of diffusion PFG is reduced by a factor of 2 .

The second sample consisted of 5 mg of ${ }^{1} 3 \mathrm{C}$-labeled alanine in 0.7 ml of $\mathrm{D}_{2} \mathrm{O}$. The molecular spectra is shown in Fig. 5.3a. We prepared 4 -spin NOON state using the three equivalent protons interacting with the methyl carbon with a coupling con- stant of $J=$ 130 Hz . The parameters and the results of single quantum and NOON state experiments are shown in Fig. 5.3b, Fig. 5.3c consecutively. The logarithms of normalized intensities obtained via diffusion experiments are plotted versus $G_{1}^{2}$ in Fig. 5.3. In case of single quantum experiment diffusion constant $D=(8.2 \pm 0.1) 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}$ (see Fig. 5.3) was obtained by applying a linear fit based on the expression 5.3. The NOON state diffusion experiments were carried out as described by the pulse sequence in Fig. 5.1b. After an initial INEPT transfer to enhance the ${ }^{31} \mathrm{P}$ polarization, the NOON state was prepared and at the end of the diffusion delay, it was converted back to a single quantum coherence. To select the 4-quantum coherence pathway, the PFGs $G_{2}$ and $G_{3}$ were adjusted such that $G_{3} / G_{2}=-g=-\left(\gamma_{C}+3 \gamma_{H}\right) / \gamma_{P}=-12.92$. During the INEPT transfer, CNOT gates, and the diffusion delays, the evolution of all un-necessary interactions were refocused by using $\pi$ pulses selectively on methyl carbon. The spin-selective $\pi$ pulse was realized using a strongly modulated RF sequence [42]. The results of the NOON state diffusion experiments are shown in Fig. 5.3c. Again a linear fit based on expression 5.3, with an effective gyromagnetic ratio $\gamma_{\mathrm{eff}}=\left(\gamma_{P}+9 \gamma_{H}\right)$ lead to the diffusion constant of $D=$ $(8.1 \pm 0.4) 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}$, which is close to the value obtained from the single quantum method. It can be seen that, in the NOON state method, the diffusion delay is reduced by a factor of 12 .

### 5.4 Radio frequency inhomogeneity

Consider an ensemble of spin- $1 / 2$ nuclei with long relaxation time constants. The standard method for studying RFI involves a single, constant low-amplitude, on-resonant RF pulse of variable duration. The corresponding pulse sequence is shown in Fig. 5.4a. The intensity $s\left(\nu_{0}, t\right)$ of the obtained signal oscillates due to the varying transverse magnetization and decays mainly due to RFI. This oscillation is known as the 'Torrey oscillation' [139]. The Fourier transform $S\left(v_{0}, v\right)$ of the oscillation $s\left(v_{0}, t\right)$ leads to a distribution over the actual RF amplitudes $v$. We can extract RFI distribution $p(v)$ by normalizing the positive real part of $S\left(v_{0}, v\right)$ to unit area. In typical NMR probes, one obtains an asymmetric Lorentzian distribution with a higher weight towards the amplitudes lower than the nominal value [42]. Such a profile can be modelled by an asymmetric Lorentzian

$$
\begin{align*}
& p(v)=\frac{a \lambda_{-}^{2}}{\left(1-\frac{v}{v_{0}}\right)^{2}+\lambda_{-}^{2}} \text { if } v<v_{0}, \text { and, } \\
& p(v)=\frac{a \lambda_{+}^{2}}{\left(1-\frac{v}{v_{0}}\right)^{2}+\lambda_{+}^{2}} \text { if } v \geq v_{0} \tag{5.6}
\end{align*}
$$

where $\lambda_{ \pm}$are the Lorentzian line-width parameters and $a$ is the normalization constant. The main disadvantage of the single-quantum method is the requirement of a long RF pulse to capture artefact-free RFI profile. The duty cycle limit of the probe introduces a limitation on the highest amplitude at which RFI can be studied. In the following we describe the NOON state Torrey oscillation which is ultra-sensitive for incoherence and hence allows capturing RFI profile with a shorter RF pulse and at higher RF amplitudes.

### 5.4.1 Measurement of RFI via NOON states

In order to measure RFI while preserving the coherence order of NOON states, we utilize Z-nutation. The pulse sequence for the NOON state method is shown in Fig. 5.4b. A $\phi_{z}$
pulse acting on a NOON state introduces a large relative phase shift:

$$
\begin{align*}
& \frac{1}{\sqrt{2}}(|00 \cdots 0\rangle+|11 \cdots 1\rangle) \xrightarrow{\phi_{2}^{M}}  \tag{5.7}\\
& \frac{1}{\sqrt{2}}\left(|00 \cdots 0\rangle+e^{(N-1) i \phi_{z}}|11 \cdots 1\rangle\right) \xrightarrow{\text { CNOT }} \\
& \frac{1}{\sqrt{2}}\left(|0\rangle+e^{i(N-1) \phi_{z}}|1\rangle\right)|00 \cdots 0\rangle . \tag{5.8}
\end{align*}
$$

Therefore the resultant phase-shift of the control spectral line is $\phi_{z}^{M}=(N-1) \phi_{z}$. A $\phi_{z}^{M}$ pulse, on $M$-spins can be realized by $\left(\frac{\pi}{2}\right)_{-y}^{M} \phi_{x}^{M}\left(\frac{\pi}{2}\right)_{y}^{M}$, where $\phi_{x}^{M}=2 \pi(N-1) v_{0} \tau$ is the corresponding x-pulse of duration $\tau$ for a nominal RF amplitude $v_{0}$. Ideally, in the absence of RFI, one should see a regular oscillatory behavior of this coherence with $\tau$. In practice we see Torrey oscillation, i.e., decaying oscillations, due to the RFI during $\phi_{x}^{M}$ pulse.

### 5.4.2 Experimental characterization of RFI

The single-quantum Torrey oscillations were studied using a sample consisting of $600 \mu \mathrm{l}$ of $99 \% \mathrm{D}_{2} \mathrm{O}$. All the RFI experiments are carried out at 300 K on a 500 MHz NMR Bruker NMR spectrometer with QXI probe. The NOON Torrey oscillations were studied using the trimethylphosphite sample (Fig. 5.2a).

The single quantum Torrey oscillations were studied using the pulse sequence shown in Fig. 5.4a. A series of experiments were recorded by incrementing the duration of the on-resonant pulse with an amplitude of 1 kHz on ${ }^{1} \mathrm{H}$ channel of QXI probe. The $\tau$-increments are set to $250 \mu \mathrm{~s}$ respectively, and a total of 256 transients were recorded. The asymmetry parameters $\left(\lambda_{-}=0.018, \lambda_{+}=0.009\right)$ are obtained by fitting the profile in expression 5.6 to the normalized real part $S\left(v_{0}, v\right)$ of the Fourier transform of Torrey oscillation. The asymmetry parameters $\lambda_{ \pm}$for NOON RFI experiments in the NOON state RFI experiments, can were extracted in similar way using the pulse-sequence Fig. 5.4b and the results are displayed in Fig. 5.5. Its evident from values of $\lambda_{ \pm}$that the RFI is some what stronger at higher amplitudes. For example, the asymmetry parameters at 9.4 kHz and 21 kHz are significantly larger than those at 5.4 kHz .


Figure 5.4: (a) Pulse sequence for single-quantum Torrey oscillation, (b) pulse sequence for NOON Torrey oscillation, and the RFI, (c) pulse sequence for measuring RFI correlation between ${ }^{1} \mathrm{H}$ and ${ }^{31} \mathrm{P}$ channels. In (b) and (c) except the variable duration ( $\tau$ ) pulses, all other pulses are $90^{\circ}$

### 5.4.3 Correlation between RFI of two channels

In a two-channel probe, the regions of high RF intensity of first channel may not correspond to regions of high RF intensity of the second. In other words, RFI profiles of the two channels may be spatially correlated. Such a correlation can easily be studied using a NOON state consisting of a collective coherence of heteronuclear species. The pulse diagram for the RFI-correlation study is shown in Fig. 5.4c. A $\phi_{z}^{A}$ pulse is introduced after the $\phi_{z}^{M}$ pulse, and the two pulses are independently incremented to obtain a 2D dataset $s\left(v^{M 9}, v^{A}\right)$. The Fourier transform along the two dimensions results in the frequency profile $S\left(v^{M 9}, v^{A}\right)$.


Figure 5.5: The RFI profiles at various nominal amplitudes obtained from NOON state experiments and corresponding values of asymmetry parameters $\left(\lambda_{-}, \lambda_{+}\right)$.

We now model the RFI correlation using a 3D asymmetric Lorentzian:

$$
\begin{equation*}
p\left(v^{H} / v_{0}^{H}, v^{P} / v_{0}^{P}\right)=\frac{\lambda_{0}^{2}}{d^{2}\left(v^{H}, v^{P}\right)+\lambda_{0}^{2}}, \tag{5.9}
\end{equation*}
$$

where $d\left(v^{H}, v^{P}\right)$ is the scaled distance of $\left(\frac{v^{H}}{\nu_{0}^{H}}, \frac{v^{P}}{\nu_{0}^{P}}\right)$ from the nominal point $(1,1)$ :

$$
\begin{equation*}
d^{2}\left(v^{H}, v^{P}\right)=\lambda_{ \pm}^{H}\left(1-\frac{v^{H}}{v_{0}^{H}}\right)^{2}+\lambda_{ \pm}^{P}\left(1-\frac{v^{P}}{v_{0}^{P}}\right)^{2} . \tag{5.10}
\end{equation*}
$$

Here $\lambda_{ \pm}^{H}$ and $\lambda_{ \pm}^{P}$ are the four asymmetry parameters on the four quadrants of $v^{H}-v^{P}$ plane (Fig. 5.6b). These parameters together with $\lambda_{0}$ completely characterize the RFI correlation.

In the following, we describe experimental characterizations of the RFI correlation between ${ }^{1} \mathrm{H}$ and ${ }^{31} \mathrm{P}$ channels of an NMR probe. We used trimethylphosphite $\left(\mathrm{P}\left(\mathrm{OCH}_{3}\right)_{3}\right.$ dissolved in DMSO-D6) for correlation experiments. The molecular properties of the sample are explained in subsec. 5.3.2. The 2D dataset was recorded by independently


Figure 5.6: Characterization of RFI correlations between ${ }^{1} \mathrm{H}$ and ${ }^{31} \mathrm{P}$ channels of QXI probe.(a) The $v^{H}-v^{P}$ plane, (b) the surface plot of the RFI profile $p\left(v^{H}, v^{P}\right)$, and (b) the contour plot of $p\left(v^{H}, v^{P}\right)$
incrementing the $\tau^{H}$ and $\tau^{P}$ pulses respectively by $11.1 \mu \mathrm{~s}$ and $50.0 \mu \mathrm{~s}$. The nominal RF amplitudes in ${ }^{1} \mathrm{H}$ and ${ }^{31} \mathrm{P}$ channels were 2.4 kHz and 2.5 kHz respectively. A total of 128 data points in ${ }^{1} \mathrm{H}$ dimension and 96 data points in ${ }^{31} \mathrm{P}$ dimension were collected. The real positive part of the Fourier transform of the 2D Torrey oscillations $S\left(v^{H 9}, v^{P}\right)$ was obtained after a zero-fill to 256 points in each dimension. The asymmetric Lorentzian parameters $\left(\lambda_{0}, \lambda_{ \pm}^{H / P}\right)$ were obtained by fitting a model profile obtained by expression 5.9 to to the experimental profile $S_{1,9}$. $\left\{\lambda_{0}=0.005, \lambda_{+}^{H}=0.114, \lambda_{-}^{H}=0.226, \lambda_{+}^{P}=0.095, \lambda_{-}^{P}=0.028\right\}$. The corresponding RFI profile $p\left(v^{H}, v^{P}\right)$ is shown in Fig. 5.6b and its contour plot is shown in Fig. 5.6c. It can be observed that ${ }^{31} \mathrm{P}$-channel has a wider RFI distribution than the ${ }^{1} \mathrm{H}$-channel.

### 5.5 Conclusions

We described two applications of NOON states: (i) studying translational diffusion in liquids, and (ii) characterizing RF inhomogeneity of NMR probes.

We first described the experimental measurement of diffusion constant in a model system. Both single-quantum and the NOON-state experiments lead to identical values for the diffusion constant, but the errors were slightly larger in the latter case due to additional
complexities. However, the ultra-sensitivity of a NOON state to incoherence allowed an order of magnitude shorter diffusion delay, indicating the possible applications in studying slow diffusion. It might also be possible to combine the NOON state technique with the single scan 2D techniques to achieve ultra-fast diffusion measurements.

In the second part, we observed that the NOON state Torrey oscillations decay much faster than the single quantum Torrey oscillations allowing the characterization of RFI at higher RF amplitudes. Using this method, we have studied RFI of an NMR probe at different RF amplitudes and compared the results.

We then extended the NOON state method, using a 3D Lorentzian model, to characterize RFI correlations between two RF channels. Although the basic principle is general, the methods are particularly convenient with spin-systems having star-topology allowing parallel implementation of CNOT gates.

Such spin-systems can be found in many organic compounds and in biomolecules. The ultra-sensitivity of NOON states to phase encoding may also have potential applications in MRI.

## Chapter 6

## Dynamical Decoupling of Spin-Clusters using Solid State NMR

### 6.1 Introduction

The study of dynamics and control of quantum many body systems has renewed interest in the field of quantum information. While encoding information onto a quantum channel can potentially speed up certain computations and allow secure data transmission, the practical realization of these applications are hindered by the extreme sensitivity of the quantum channel to environmental noises. Systems based on nuclear spin-clusters is one among the various architectures being investigated to realize quantum channels. Several experimental demonstrations of quantum information processing (QIP) using solid-state nuclear magnetic resonance (SSNMR) have already been reported [140, 141, 142, 111, 143]. By sophisticated control of spin-dynamics it is in principle possible to achieve a larger number of quantum bits (qubits) using SSNMR, because of the availability of large spin-clusters coupled mutually through long-range dipole-dipole interactions. However in such a spin-cluster, fluctuating local fields at the site of each spin induced by its environment leads to the decoherence of the encoded quantum information.

Due to the availability of large spin-clusters it is possible to prepare coherences of large quantum numbers by a widening network of correlated spins evolving under twoquantum average Hamiltonian [144, 145]. These higher order coherences are not directly observable as macroscopic magnetizations, but can be converted into obervable single quantum coherence (SQC) using a time-reversed two-quantum average Hamiltonian. This method, often known as a 'spin-counting experiment' has been used to study the evolution of coherences of large quantum numbers exceeding 4000 [146, 147, 148].

Under the standard Zeeman Hamiltonian any spin-coherence is a non-equilibrium state and decays via various relaxation processes, ultimately leading to the equilibrium longitudinal magnetization. It has long been discovered that the decay process of the spin
coherence can be prolonged by applying a series of spin flips at regular intervals of time. This sequence known as 'CPMG sequence', not only refocusses the effect of spectrometer inhomogeneities, but also reverses the phase evolution of the coherences under the random fluctuations, provided the spin flips are applied sufficiently frequent [149, 150]. Such a dynamical method for the suppression of decoherence of a qubit due its interaction with environment is often termed as 'dynamical decoupling' (DD) [151]. Recently Uhrig introduced a non-periodic spin-flip sequence which he proved theoretically to proivde optimal decoupling performance for dephasing spin-bath interactions [152]. CPMG and other similar periodic spin-flip sequences suppress spin-environment interaction to $n$th order using up to $O\left(2^{n}\right)$ pulses, while Uhrig dynamical decoupling (UDD) suppresses the same using only $n$ pulses. In a high-frequency dominated bath with a sharp cutoff, UDD works well provided the frequency of the spin-flips exceeds the cut-off frequency [153, 154, 155]. On the other hand when the spectral density of the bath has a soft cutoff (such as a broad Gaussian or Lorentzian), the CPMG sequence was found to outperform the UDD sequence $[156,157,158,159,160,161,162,163]$. The original sequence for UDD is based the assumption of instantaneous spin-flips, which requires infinite bandwidth. Later on, Uhrig provided an improved sequence - 'realistic UDD' (RUDD) for practical implimentations with finite bandwidth [164].

Most of the theory and experiments of DD sequences are for single spin systems. Du et al have studied DD of electron spin coherence in solids [165] while Suter and coworkers have reported systematic experimental comparisons of various DD schemes on an ensemble of single spins in SSNMR [157, 163]. A few studies of DD on two-qubit systems have also been reported $[166,167]$. Experimentally, Wang et. al. have studied DD on electron-nuclear spin pairs in a solid-state system [165], and Soumya et. al. have studied the performance of UDD an a two-qubit liquid-state NMR system [168].

We experimentally studied the performance of various DD schemes on an extended network of spin- $1 / 2$ nuclei forming a large spin cluster. In this chapter I report these studies. This chapter is organized as follows. In the next §I briefly describe the method of preparing and detecting multiple quantum coherences (MQC) in SSNMR. In §6.3 I summarize the construction of various DD sequences. The experimental details are described
in §6.4. Finally I conclude in §6.6.

### 6.2 Multiple Quantum SSNMR

The SSNMR Hamiltonian for a spin cluster with $M$ spin- $1 / 2$ nuclei is

$$
\begin{equation*}
\mathcal{H}_{\text {int }}=\mathcal{H}_{Z}+\mathcal{H}_{D}, \tag{6.1}
\end{equation*}
$$

where the Zeeman and the secular part of dipolar interaction are respectively,

$$
\mathcal{H}_{Z}=\sum_{i=1}^{M} \omega_{i} I_{z}^{i}, \mathcal{H}_{D}=\sum_{i<j} D_{i j}\left[3 I_{z}^{i} Z_{z}^{j}-I^{i} \cdot I^{j}\right]
$$

Here $\mathbf{I}^{i}$ and $I_{z}^{i}$ are spin angular momentum operator and its z-component corresponding to the $i^{t h}$ spin, and $w_{i}$ and $D_{i j}$ are the chemical shift and the dipolar coupling constants. The equilibrium density matrix for the above Hamiltonian corresponds to the longitudinal magnetization expressed as $\sum_{i} I_{z}^{i}$. The density matrices for the longitudinal spin order can be expressed using product of longitudinal spin operators, eg. $I_{z}^{1} I_{z}^{2} \cdots$. The coherences are described by the product of transverse (or of transverse and longitudinal) spin operators, eg. $I_{z}^{1} I_{x}^{2} I_{x}^{3} \cdots$. The transverse spin operators can also be expressed in terms of raising and lowering operators: $I_{x}=\left(I_{+}+I_{-}\right) / 2$ and $I_{y}=-i\left(I_{+}-I_{-}\right) / 2$. The difference between the total number of raising and lowering operators gives the quantum number $n$ of a particular coherence. For example, operators $I_{+}^{j} I_{-}^{k}, I_{+}^{j}$, and $I_{+}^{j} I_{+}^{k}$ describe zero, single, and two-quantum coherences respectively. The pulse sequence for preparing and detecting MQC is shown in Fig. 6.1(a-b). The sequence Fig. 6.1a involves preparation of MQC, application of DD schemes, free-evolution $\left(t_{1}\right)$, converting MQC into longitudinal spin order (mixing), destroying the residual coherences by transverse relaxation $\left(t_{R}\right)$, followed by detection after converting the logitudinal spin order into SQC. The 8-pulse sequence in Fig. 6.1b corresponds to the two-quantum average Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{1}=\frac{D_{i j}}{2}\left(I_{+}^{i} I_{+}^{j}+I_{-}^{i} I_{-}^{j}\right), \tag{6.2}
\end{equation*}
$$



Figure 6.1: The experimental scheme (a) for studying the performance of DD on large spin-clusters and the 8 -pulse sequence (b) implementing $\mathcal{H}_{1}(\alpha)$. In (b), $\Delta^{\prime}=2 \Delta+\tau_{\pi / 2}$, where $\tau_{\pi / 2}$ is the duration of each $\pi / 2$ pulse. The DD schemes are described in (c-e). The phase $\phi$ is set to $x$ for CPMG, UDD, and RUDD schemes, while it is alternated between $x$ and $-x$ for CPMGp, UDDp, and RUDDp.


Figure 6.2: Possible quantum numbers ( $n$ ) for $M$-spin cluster after excitation with several cycles of two-quantum average Hamiltonian $\left(\mathcal{H}_{m}\right)$.
for $\alpha=0$. Preparation and mixing parts involve $m$-cycles of the 8 -pulse sequence $\mathcal{H}_{m}(\alpha)$ and $\mathcal{H}_{m}(0)$ [145]. The possible quantum numbers and the corresponding cluster size increases with the number of cycles. Only even quantum coherences are prepared as shown in Fig. 6.2. To separate the MQC, the relative phase $\alpha$ between the prepation and mixing is incremented in proportion to the evolution time $t_{1}$ (Fig. 6.1a). Spurious transverse coherences are suppressed by an extended delay $t_{R}$. The desired signal, stored as population information along $z$-axis, is detected with a $\pi / 2_{y}$ pulse and a final purge pulse $p_{x}$ is used to keep only the $x$-component.

### 6.3 DD schemes

In the following three different DD sequences and their phase variants are described. The performance of a particular sequence depends on the noise spectrum of the system. For example, CPMG generally performs better against a noise spectrum with a slow frequency cut-off, while UDD works better against the one with a sharp frequency cut-off.

### 6.3.1 CPMG and CPMGp

CPMG and CPMGp schemes involve periodic spin flips as shown in Figure 6.1c. In CPMG phase $\phi$ set to $x$. CPMGp scheme is obtained by alternating the phase $\phi$ between $x$ and $-x$. CPMG and CPMGp have different performances depending on the initial states
[148]. The total duration of the N-pulse CPMG is $T=N\left(2 \tau+\tau_{\pi}\right)$, where $\tau_{\pi}$ is the duration of the $\pi$ pulse. The same parameters $N$ and $T$ are used to compare CPMG with the following schemes.

### 6.3.2 UDD and UDDp

The pulse distributions for UDD and UDDp schemes are shown in Figure 6.1d. Here the spin flips are symmetric but not periodic [152]. The $j^{\text {th }} \pi$ pulse is applied at the time instant

$$
\begin{equation*}
t_{j}=T \sin ^{2}\left[\frac{\pi j}{2 N+2}\right], \tag{6.3}
\end{equation*}
$$

where $T$ is the total duration of the sequence and $N$ is the total number of pulses. For a finite bandwidth case, with a $\pi$ pulse of duration $\tau_{\pi}$, the delays $\tau_{j}$ are given by $\tau_{1}=\tau_{N+1}=$ $t_{1}-\tau_{\pi} / 2, \tau_{j}=t_{j+1}-t_{j}-\tau_{\pi}$, for $2 \leq j \leq N$. Like in the previous scheme, UDD and UDDp are differed by the constant phase and the phase alternation in $\phi$.

### 6.3.3 RUDD

In RUDD and RUDDp, both the delays and the pulse durations vary, but the overall sequence remains symmetric. The pulse durations are given by

$$
\begin{equation*}
\tau_{\pi}^{j}=T\left[\sin \left(\frac{\pi j}{N+1}\right) \sin \theta_{p}\right] \tag{6.4}
\end{equation*}
$$

where $T$ is total duration of the sequence and $N$ is the number of pulses. Here $\theta_{p}$ is a constant and can be determined by the allowed bandwidth. We choosed $\tau_{\pi}^{1}=\tau_{\pi}$, and calculated $\theta_{p}$ based on the minimum allowed pulse duration:

$$
\begin{equation*}
\sin \theta_{p}=\frac{\tau_{\pi}}{T \sin \left(\frac{\pi}{N+1}\right)} . \tag{6.5}
\end{equation*}
$$

The amplitude $a_{j}$ of $j^{\text {th }}$ pulse is calibrated such that $2 \pi a_{j} \tau_{\pi}^{j}=\pi$. Time instants of the center of each pulse is same as in equation (6.3). Using these time instants, the delays between


Figure 6.3: The performance of 7-pulse DD cycles to suppress decoherence measured as intensities of the preserved coherences. Here initial state is $\sum_{i} \sigma_{i x}$, where $i$ is the proton spin index. The sub-plots correspond to various CPMG dealys: $\tau=2 \mu \mathrm{~s}$ (a), $\tau=4 \mu \mathrm{~s}$ (b), $\tau=8 \mu \mathrm{~s}$ (c), $\tau=16 \mu \mathrm{~s}$ (d), $\tau=32 \mu \mathrm{~s}$ (e), and $\tau=64 \mu \mathrm{~s}$ (f).
the pulses can be calculated as $\tau_{1}=\tau_{N+1}=t_{1}-\tau_{\pi} / 2$, and $\tau_{j}=t_{j}-t_{j-1}-\tau_{\pi}^{j} / 2-\tau_{\pi}^{j-1} / 2$ for $2 \leq j \leq N$. Like in the previous schemes, RUDD and RUDDp are differed by the constant phase and the phase alternation in $\phi$.

### 6.4 Experiment

The sample consists of crystallites of powdered Hexamethylbenzene. At room temperature the entire molecule undergoes six fold hopping about the $C_{6}$ axis of benzene ring. Further the methyl group rapidly reorients about its $C_{3}$ axis. Due to these motions, the intramolecular dipolar interactions are averaged out. Intermolecular dipolar coupling is retained and each molecule acts as a point dipole. Under free precession (no DD), this sample has a spin-spin relaxation constant of about $25 \mu$ s and a spin-lattice relaxation constant of 1.7 s . All the experiments are carried out on a Bruker 500 MHz spectrometer.

### 6.4.1 DD on SQC

First we describe the performance of various DD schemes on SQC. SQC was prepared by using an initial $(\pi / 2)_{y}$ pulse on equilibrium longitudinal magnetization. As described in §6.3.1 and Fig. 6.1c, CPMG sequences were constructed by periodic distribution of $\pi$ pulses in $\tau-\pi-\tau$ fashion. The minimum $\tau$ in our experiments was set to $2 \mu$ owing to the duty cycle limitation of the probe coil. In our spectrometer the minimum duration of $\pi$ pulse was found to be $\tau_{\pi}=4.3 \mu \mathrm{~s}$. Under these experimental conditions, the allowed values of $N$ for UDD and RUDD are 1 to 7 . For $N \geq 8$, one obtains negative delays between the pulses. Therefore to study DD schemes for longer durations, we cycled these 7-pulse DD sequences. The 7-pulse CPMG has a total cycle time of $T(\tau)=7\left(2 \tau+\tau_{\pi}\right)$. The results of these experiments are shown in Fig. 6.3. The graphs correspond to $\tau=2 \mu \mathrm{~s}$ (a), $\tau=4 \mu \mathrm{~s}$ (b), $\tau=8 \mu \mathrm{~s}$ (c), $\tau=16 \mu \mathrm{~s}$ (d), $\tau=32 \mu \mathrm{~s}$ (e), and $\tau=64 \mu \mathrm{~s}$ (f). The corresponding $T(\tau)$ values are used to select the sampling points in no DD, as well as to construct other DD sequences. It is clear from these data that RUDD displays superior performance for shorter $\tau$ values, CPMG shows better performance while for longer $\tau$ values. We can also notice from these plots that the performance of RUDDp is better than CPMGp and UDDp which have almost same performance. UDD has better behavior than RUDDp, and for longer $\tau$ values UDD and RUDD have same behaviour. However, these performances in general may also be dependent on initial states [148].

### 6.4.2 DD on MQC

As described in $\S 6.2$ and Fig. 6.1(a-b), the scheme for studying DD on MQC involves preparation of MQC, evolution of MQC, followed by storing MQC onto longitudinal spinorders. A delay $t_{R}=5 \mathrm{~ms}$ was introduced to destroy the residual transverse magnetization. The longitudinal spin order is then converted into SQC using a $(\pi / 2)_{y}$ pulse, followed by a purge pulse $p_{x}$ of duration $50 \mu \mathrm{~s}$. A 180 degree phase alternation of the detection pulse, purge pulse, and the receiver is used to reduce artifacts arising from receiver ringing. For efficient generation of MQC five cycles of 8-pulse sequence shown in Fig. 6.1b was used in preparation and mixing periods, and the parameter $\Delta$ was optimized to $2 \mu \mathrm{~s}$. In our ex-


Figure 6.4: Multiple quantum spectra showing different coherence orders detected after inserting various delays (a) and RUDD sequences of same durations (b). Structure of Hexamethylbenzene(c). ${ }^{1} \mathrm{H}$ spectra of powder Hexamethylbenzene (d). The line width of the resonance peak is 12 kHZ .
periments the coherences of successive quantum number are separated by $\Delta \omega=2 \pi \times 200$ kHz In order to separate a maximum of $n_{\max }$ coherences, the relative phase $\alpha$ between the prepation and mixing is incremented by $\Delta \alpha=\pi / n_{\max }$. We have choosen $n_{\max }=64$. The corresponding increment in the evolution period is given by $\Delta t_{1}=\Delta \alpha / \Delta \omega$. The signal intensities of the spectrum corresponding to these increments after cosine transform display strong peaks at even multiples of $\Delta \omega$. Mean value of the signal intensities is made to zero to suppress strong zero-quantum peak. Fig. 6.4a displays these even MQCs detected after inserting various delays, and Fig. 6.4b displays those detected after applying RUDDp sequences of same durations. The first spectrum corresponding to no-delay is same in both cases, in which MQCs of order up to 24 can easily be observed. Other spectra in (b) were obtained by RUDDp sequences constructed with increasing number of pulses, i.e., $N=1,2, \cdots, 7$. Under no DD (Fig. 6.4a), the intensities decay monotonically with delays while under RUDDp (Fig. 6.4b) the dependence of intensities is oscillatory w.r.t. $N$. Similar behavior was earlier observed in a two-qubit liquid state NMR system [168]. The spectra in (b) at odd $N$ clearly show better intensities compared to the corresponding spectra in (a). Comprasions of performance of different DD schemes for preserving MQCs of various orders are discribed in the following. The intensities of MQCs of even orders between 2 and 8 w.r.t. size of various DD schemes are plotted in Fig. 6.5. The first data point in each data set corresponds to no DD, and the rest correspond to different size of the DD sequence with $N=1,2, \cdots, 7$. As observed in Fig. 6.4b, we see the oscillatory behaviour of each MQC under various DD schemes. But all the DD schemes display an overall improvement w.r.t. no DD. However it can be noticed that RUDDp has significantly better performance than all other schemes, even for higher order coherences. Surprisingly, unlike the single-quantum case, where in RUDD displayed the best performance, in multiple-quantum case RUDDp is the best scheme.

The intensities of MQCs of even orders between 2 and 8 for different cycles of 7 -pulse DD schemes are plotted in Fig. 6.6. The first data point in each case corresponds to no DD. The fast decay of magnetization under no DD allowed to detect intensities corresponding to a duration of only one cycle, while for RUDD and RUDDp, intensities up to 3 cycles could be detected.


Figure 6.5: Performance of various DD schemes in preserving MQCs of order 2 (a), 4 (b), 6 (c), and 8 (d). Each data set has 8 points, in which the first point corresponds to no DD , and the rest correspond to different size of the DD sequence with $N=1,2, \cdots, 7$.


Figure 6.6: Performance of various DD schemes in preserving MQCs of order 2 (a), 4 (b), 6 (c), and 8 (d). The intensities were obtained from spectra detected after applying up to a maximum of 3 cycles of 7-pulse DD schemes.

### 6.5 Filter function analysis of various DD sequences

The most detrimental source of error in coherent evolution of quantum systems is the decoherence. The fluctuations in environmental couplings lead to random qubit errors and hence to loss of coherence. In following, I will revisit the effect of decoherence and dynamical decoupling quantitatively as described in [155]. Consider a qubit initially prepared in a superposition state,

$$
\begin{equation*}
|\psi\rangle=c_{1}|0\rangle+c_{2}|1\rangle . \tag{6.6}
\end{equation*}
$$

Here $c_{1}$ and $c_{2}$ are probability amplitudes of state $|0\rangle$ and $|1\rangle$ respectively, such that $\left|c_{1}\right|^{2}+$ $\left|c_{2}\right|^{2}=1$. In a semiclassical picture, the average effect of the environment is captured by a random field $\beta(t)$, under which the qubit experiences a dephasing Hamiltonian $H=$ $\left(\frac{\Omega}{2}+\beta(t)\right) \sigma_{z}$. The Rabi frequency $\Omega$ can be dropped by transforming into a rotating frame. The state after the evolution under the Hamiltonian at time t is

$$
\begin{equation*}
|\psi(t)\rangle=c_{1} e^{-i \int_{0}^{t} \beta(t) d t}|0\rangle+c_{2} e^{i \int_{0}^{t} \beta(t) d t}|1\rangle . \tag{6.7}
\end{equation*}
$$

Here $\int_{0}^{t} \beta(t) d t$ is the accumulated random phase by the qubit in time t . In the density matrix formulation the off diagonal terms in the density matrix

$$
\begin{equation*}
\rho(t)=\left|c_{1}\right|^{2}|0\rangle\langle 0|+\left|c_{2}\right|^{2}|1\rangle\langle 1|+c_{1} c_{2}^{*} e^{-2 i \int_{0}^{t} \beta(t) d t}|0\rangle\langle 1|+c_{2} c_{1}^{*} e^{2 i \int_{0}^{t} \beta(t) d t}|1\rangle\langle 0| \tag{6.8}
\end{equation*}
$$

represent coherence and decays due to ensemble average. Typical source of dephasing involves error in experimental control, noise, and random parameters due to environment. In particular, magnetic field fluctuations in atomic systems [153], charge fluctuations in solid state charge qubits [?], and effective Overhauser field due to nuclear spins in semiconductors systems [?, ?].

Suppose we prepare our initial state $|\psi(0)\rangle$ along $x$ direction, then the coherence at
time $t$ is the ensemble average of expectation value i.e.,

$$
\begin{equation*}
W(\tau)=\overline{\mid\left\langle\sigma_{x}(\tau)\right\rangle} \mid=e^{-\chi(\tau)}, \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi=\frac{2}{\pi} \int_{0}^{\infty} \frac{S_{\beta}(\omega)}{\omega^{2}} F_{n}(\omega \tau) d \omega . \tag{6.10}
\end{equation*}
$$

In the above equation

$$
\begin{equation*}
S_{\beta}(\omega)=\int_{-\infty}^{\infty} e^{-i \omega t}(\beta(t+\tau) \beta(t)) d t \tag{6.11}
\end{equation*}
$$

is the power spectral density of environment and contains noise information in the frequency domain which is the Fourier transform of auto-correlation function of time domain noise term $\beta(t)$. It is often convenient to characterize noise in frequency domain using $S_{\beta}(\omega)$.

The term $F_{n}(\omega \tau)$ known as filter function captures the experimentally induced modulation to the coherence-decay $e^{-\chi(\tau)}$. A DD sequence introduces modulations to accumulated random phase such that every $\pi$ pulse switches the phase between $\int_{0}^{\infty} \beta(t) d t$ and $-\int_{0}^{\infty} \beta(t) d t$. The DD sequence and corresponding modulation function $y_{n}(t)$ is shown in figure 1 of [155]. The convolution of $\beta(t)$ and $y_{n}(t)$ provides desired noise suppression. The Fourier transform of this convolution provides relevant spectral information. Filter function form in Fourier domain is

$$
\begin{equation*}
F_{n}(\omega \tau)=\left|1+(-1)^{n+1} e^{i \omega \tau^{\prime}}+2 \sum_{j=1}^{n}(-1)^{j} e^{i \delta_{j} \omega \tau^{\prime}} \cos \left(\frac{\omega \tau_{\pi}}{2}\right)\right|^{2} \tag{6.12}
\end{equation*}
$$

Here $\tau^{\prime}$ is the total time of the pulse sequence, $\delta_{j} \tau^{\prime}$ and $\tau_{\pi}$ are respectively the time instant and the duration of the $\mathrm{j}^{t h} \pi$ pulse. From the eqn. 6.9 it is evident that minimum value of $F_{n}(\omega \tau)$ leads to minimum decay $\chi$ and hence maximum coherence $W$. The filter function takes values between 0 and 1 . For free evolution case, filter function $F_{n}(\omega \tau)$ is 1 and for
perfect refocusing it is zero. Filter function analysis using eqn. 6.10 and 6.12 provides a way to examine performance of various DD sequences. The minimum area under the filter function for a given DD leads to maximum coherence further one may also design an optimal DD sequence for a given power spectral density by minimizing $F_{n}(\omega \tau)$. Here we compare performance of DD sequences used in above experiments via filter function analysis. Results of the analysis are shown in Fig. 6.7 and in Fig. 6.8. Figure 6.8 shows plots of $\frac{F_{n}(\omega \tau)}{\omega^{2}}$ versus $\omega$ for different number of pulses ranging from 3-10. In each subplot, the filter function for RUDD sequence has lesser area than for corresponding CPMG and UDD sequences. The $\pi$ pulse durations and delays used for calculating $\mathrm{F}_{n}(\omega \tau)$ are $\tau=2 \mu s$ and $\tau_{\pi}=4.27 \mu s$, same as in our experiments. Fig. 6.7 shows area under the function $\frac{F_{n}(\omega \tau)}{\omega^{2}}$ for CPMG, UDD, and RUDD sequences. Clearly, in the case of RUDD sequence, the area under the curve is less than other sequences. One may also see typical even-odd behavior of RUDD sequence supporting our experimental results.


Figure 6.7: Filter function analysis (FF) of various DD sequences. Each point in the plot corresponds to the area under $\frac{F_{n}(\omega \tau)}{\omega^{2}}$ for respective sequence of given block size.

### 6.6 Conclusions

We studied the performance of various DD schemes on nuclear spins with long-range interactions using a solid state NMR system. First applied these DD schemes on a single


Figure 6.8: Plot shows $\frac{F(\omega \tau)}{\omega^{2}}$ versus $\omega$ for various DD sequences (CPMG, UDD, RUDD). The subplots (a) to (h) respectively correspond to the total number of $\pi$ pulses ranging from 3 to 10 .
quantum coherence. The experiments were carried out for different number of $\pi$ pulses and for different delays between them. The results clearly show that all the DD schemes are able to preserve the single quantum coherence for longer durations of time compared to no DD. However, for small delays between the $\pi$ pulses, RUDD showed the best performance. For longer dealys between the $\pi$ pulses, CPMG was better.

Then we prepared MQCs of even orders using multiple cycles of the well known 8 -pulse sequence implementing a two-quantum average Hamiltonian. The MQCs so prepared could be detected using standard spin-counting experiment. Various DD schemes were inserted after the preparation of MQCs. We studied the performance of various DD sequences of different sizes. The intensity behaviour under all the DD sequences were oscillatory, but they showed an overall improvement over no DD. However, RUDDp sequence showed the best performance over all other sequences. The superior performance of RUDD sequence over other DD sequences is attributed to lower filter function area of RUDD than others.
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