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MTH 201 - ASSIGNMENT 5

(1) Find a basis for image and kernel of T, for:

wa-[iff]. wa=[i

1002
(2) For which values of the constant k do the vectors [8 29 3] form a basis of R*?
234k

(3) Consider some mutually perpendicular unit vectors V1,V2,...,Vn in R™®. Show that
these vectors are necessarily linearly independent.

(4) a) A subspace W of R" is called a hyperplane if W is defined by a homogeneous
linear equation c¢;z; + cozy + - -+ + cnTn = (), where at least one of the coefficients
¢ is nonzero. What is the dimension of a hyperplane in R" ? Justify your answer
carefully. What is a hyperplane in R3? What is it in R2?

b) Consider a nonzero vector v € R". What is the dimension of the space (denoted
vt) of all vectors in R™ that are perpendicular to v?

(5) Determine whether the vector 7 is in the span W of the vectors vy,. .., v,. (Proceed
“by inspection” if possible, and use RREF form if necessary). If 7 is in W, find the
coordinates [Z]z of 7 with respect to the basis B = (059030 )

— — — = — 3 — 1 — 0
DI=[Lha=0lLa=[h, we=[{ia=[l].a=[3]

(6) find the matrix B of the linear transformation T'(z) = Az with respect to the basis

82(61162)'
a) A=[}2]; & =[3], B =[7?], b) A=[¥X]: v=1[3], %a=[3]

(7) Do the even numbered problems from 1-38 in the following list of T/F Questions.
Supply reasons, not just T/F.

TRUE OR FALSE? . i . ‘ -
1. If ¥y, 12 U, and wp, W W, are any two S, Ifv, 02, ..., v, are linearly independent vectors in R”,
’ T " 0 3 1o of RN
bases of a subspace V of R'°, then n must equal m. then they must form a basis of E".
i i : ists @ ix whose image consists of all
2. If Ais a5 x 6 matrix of rank 4, then the nullity of A 6. Ther;: exists a 5 x 4 matrix ol
is 1 of R”.
3. The image of a 3 x 4 matrix is a subspace of R*. 7. The kernel of any invertible matrix consists of the zero
. ) = 3 £ all li vector only.
; span of vectors Uy, Ua. ..., U, consists of all linear _ ‘ . - - .
! I:;b?natiom of vecm:rs‘ Uy, U2 ..r, s Dt 8. The identity matrix [, is similar to all invertible n x n

matrices.
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If 2i 4 30 + 4w = S + 6V + 7w, then vectors i, v,
must be linearly dependent.

The column vectors of a 5 x 4 matrix must be linearly
dependent.

If matrix A is similar to matrix B, and B is similar to
C, then C must be similar to A.

If a subspace V of " contains none of the standard
vectors €y, €2, ..., €y, then V consists of the zero vec-
tor only.

If vectors vy, vz, U3, Uy are linearly independent, then
vectors Uy, Uz, vy must be linearly independent as
well.

The vectors of the form (where a and b are arbi-

a
trary real numbers) form a subspace of R4,

o Ql & & . 0 1
Matrix {0 _J is similar to {1 0].
| 2 3
Vectors |0, [ 1], | 2] form a basis of B3,
0 0 1
If the kernel of a matrix A consists of the zero vec-

tor only, then the column vectors of A must be linearly
independent.

If the image of an n x n matrix A is all of B", then A
must be invertible.

If vectors vy, U3, ..., U, span B*, then n must be equal
to 4,
If vectors i, v, and w are in a subspace V of R", then

vector 2u — 3v + 4w must be in V as well.

If A and B are invertible n x n matrices, then AB must
be similar to BA.

If A is an invertible n x n matrix, then the kernels of A
and A~ must be equal.

PR O R O I 0 0

Matrix {0 0] is similar to 0 1]

1 5 9 5 1
2 6 8 B 0 .

Vectors 3l (71 171 13]" | = are linearly
4 8 6] |2 -2

independent.

. If a subspace V of R? contains the standard vectors

€|, &5, €3, then V must be R,

If a 2 x 2 matrix P represents the orthogonal projec-
- . - 2 * 5 x
tion onto a line in R<, then P must be similar to matrix

ool
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If A and B are n x n matrices, and vector v is in the
kernel of both A and B, then U must be in the kernel of
matrix AB as well.

If two nonzero vectors are linearly dependent, then each
of them is a scalar multiple of the other.

If §). U, U3 are any three distinct vectors in B>, then
there must be a linear transformation 7 from R to B}
such that T(¥;) = €1, T(v2) = é3, and T'(V3) = éx.

If vectors i, ¥, i are linearly dependent, then vector i
must be a linear combination of if and v.

%2 is a subspace of 3.
If an 1 x n matrix A is similar to matrix B, then A+71,

must be similar to B + 71,.

If V is any three-dimensional subspace of R, then V
has infinitely many bases.

Matrix [, is similar to 21,,.

If AB = 0 for two 2 x 2 matrices A and B, then BA
must be the zero matrix as well.

If A and B are n x n matrices, and vector v is in the
image of both A and B, then v must be in the image of
matrix A 4+ B as well.

If V and W are subspaces of R", then their union VUW
must be a subspace of B" as well.

If the kernel of a 5 x 4 matrix A consists of the zero
vector only and if Av = Aw for two vectors v and 1 in
R*, then vectors ¥ and @ must be equal.

If ¥y, U3, ..., Uy and @y, w3, .... W, are two bases of
" then there exists a linear transformation 7 from
E" to B" such that T(v)) = wy, T(¥h) = wi. ....
T(v,) = iby.

If matrix A represents a rotation through 7/2 and
matrix B a rotation through 7/4, then A is similar
to B.

There exists a 2 x 2 matrix A such thatim(A) = ker(A).

If two n x n matrices A and B have the same rank, then
they must be similar.

If A is similar to B, and A is invertible, then B must be
invertible as well.

If A> = 0 fora 10 x 10 matrix A, then the inequality
rank(A) < 5 must hold.

For every subspace V of R, there exists a 3 x 3 matrix
A such that V = im(A).

There exists a nonzero 2 x 2 matrix A that is similar
to 2A.

If the 2 x 2 matrix R represents the reflection about a

line in 2, then R must be similar to matrix [? (])]



